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Abstract. We prove that the universal cover of a normal complex algebraic variety ad-
mitting a faithful complex representation of its fundamental group is an analytic Zariski
open subset of a holomorphically convex complex space. This is a non-proper version
of the Shafarevich conjecture. More generally we define a class of subset of the Betti
stack for which the covering space trivializing the corresponding local systems has this
property. Secondly, we show that for any complex local system V on a normal com-
plex algebraic variety X there is an algebraic map f : X → Y contracting precisely the
subvarieties on which V is isotrivial.
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1. Introduction

In an attempt to describe which analytic varieties arise as the universal covers of complex
algebraic varieties, Shafarevich asked [104, IX.4.3] whether the universal cover X̃ of a
smooth projective variety X is always holomorphically convex, meaning that X̃ admits a
proper holomorphic map to a Stein space. Stein spaces are the analytic analog of affine
schemes; more precisely, they are characterized by the existence of a finite holomorphic
mapping to some Cn. This is a difficult question in general, but the following special case
suggests that Hodge theory might be used to answer it. IfX supports a variation of integral
pure Hodge structures, then the corresponding period map Xan → G(Z)\D (possibly after
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partially compactifying X) factors as a proper algebraic map X → Y followed by a closed
embedding Y an ↪→ G(Z)\D [5]. Stein spaces can also be characterized by the existence of
a strictly plurisubharmonic exhaustion function; in this case, at least when the image is
smooth (or in general with some argument), such an exhaustion function can be obtained
by restricting an appropriate function on the period domain D to any component of the
inverse image of Y in D. It follows that the universal cover Ỹ is Stein and the base-change
Xan ×Y an Ỹ is holomorphically convex.

The Shafarevich question was first taken up for surfaces by Napier [91] and Gurjar–
Shastri [59]. A general approach was investigated by Campana [24] and Kollár [68, 69],
who proved the existence of a rational Shafarevich map, see below. A different strategy
using techniques from non-abelian Hodge theory was developed by Katzarkov, Ramachan-
dran, and Eyssidieux [64, 66, 44] using ideas from Corlette and Simpson [28, 113, 29],
Gromov–Schoen [58], Mok [87], and Zuo [123]. This line of attack culminated in the proof
of Eyssidieux–Katzarkov–Pantev–Ramachandran [45] that a smooth projective variety ad-
mitting an almost faithful representation of its fundamental group has holomorphically
convex universal cover. Subsequent developments have been achieved in [88, 25, 47, 79].

Allowing X to be quasiprojective makes the theory substantially more difficult due
to the presence of the boundary. The extension of the archimedean harmonic theory
has been worked out by Simpson, Biquard, Sabbah, and Mochizuki [112, 12, 98, 84, 86],
and more recently the nonarchimedean harmonic theory has been generalized by Brotbek,
Daskalopoulos, Deng, and Mese [31, 14]. This has led to a number of recent developments
in this setting [1, 56, 20, 39].

Our first main result is the following quasiprojective version of the linear Shafarevich
conjecture.

Theorem 1.1. Let X be a connected normal algebraic space whose fundamental group
admits an almost faithful finite-dimensional complex linear representation. Then there is a
partial compactification X ⊂ X̄ by a connected normal Deligne–Mumford stack1 with almost
isomorphic fundamental group such that the universal cover of X̄ is a holomorphically
convex complex space. In particular, the universal cover of X is a dense Zariski open
subset of a holomorphically convex complex space.

Here by an almost faithful representation we mean a representation ρ : π1(X
an, x) →

GLr(C) with finite kernel, and by the fundamental groups of X ⊂ X̄ being almost iso-
morphic we mean π1(X

an, x) → π1(X̄
an, x) has finite kernel and cokernel, although the

cokernel is automatically trivial since X̄ is normal. Passing to a partial compactification
in Theorem 1.1 may be necessary for trivial reasons: A2 \ {0} is simply connected and not
holomorphically convex.

As a simple example of Theorem 1.1 we have the following consequence of Corollary 1.4
and Corollary 1.6 below, but which we state now for concreteness: if the fundamental
group of X admits a complex linear representation with infinite image, then the universal
cover of X admits a nonconstant global holomorphic function.

In fact we prove a much more precise statement. For a connected normal algebraic space
X, letMB(X) be the stack of local systems on Xan, so thatMB(X)(C) is the groupoid of
complex local systems. For any set Σ ⊂ MB(X)(C) of (isomorphism classes of) complex
local systems, we denote by X̃Σ → Xan the minimal cover on which all the local systems
in Σ are trivialized.

1There will be a finite étale cover of X̄ which is an algebraic space. In fact, all of our results generalize
immediately to the setting where X is a stack quotient of a normal algebraic space by a faithful action of
a finite group, and this is the most natural setting. Such stacks are considered by [47].
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Theorem 1.2. Let X be a connected normal complex algebraic space and Σ ⊂MB(X)(C)
a nonextendable absolute Hodge subset. Then the complex analytic space X̃Σ is holomor-
phically convex.

Note that this improves on the result of Eyssidieux–Katzarkov–Pantev–Ramachandran
in the case of compact X as it allows us to take Σ ⊊MB(X)(C). Absolute Hodge sub-
sets have a good functorial behavior (see Proposition 9.23) and in particular include all
subsets that can be made with functorial operations (intersections, unions, Q-irreducible
components, inverse-images under pull-back along arbitrary f : X → Y , images under pull-
back along dominant f : X → Y or the inclusion of a Lefschetz curve) starting from all
of MB(X, r)(C) (that is, local systems of rank r) or a trivial local system. The nonex-
tendability hypothesis says that for any partial compactification X ⊂ X̄ by a connected
normal Deligne–Mumford stack, some element of Σ does not extend. As noted above, this
condition is necessary, and can always be achieved by replacing X with a partial compact-
ification to which Σ extends and is nonextendable. The “absolute Hodge” condition should
be thought of as saying Σ is a non-abelian Hodge substructure of MB(X), and that it is
algebraic in the Betti stack of every Galois conjugate of X. In particular,MB(X, r)(C) for
every r ≥ 1 itself is an absolute Hodge subset. This condition is important for the proof,
but not clearly necessary. Note that some condition is needed however, since there exist
rank one local systems on abelian varieties whose trivializing covers are not holomorphically
convex.

Theorem 1.2 implies (by taking Stein factorization) that X̃Σ admits a proper surjective
holomorphic map with connected fibers to a normal Stein space Ỹ which is unique (called
the Cartan-Remmert reduction). The fundamental group acts properly discontinuously
on Ỹ , and so the map descends to a proper surjective analytic map Xan → Y (with
connected fibers) which contracts precisely those subvarieties on which the restriction of
the local systems in Σ have uniformly finite monodromy. This observation led Campana
and Kollár to introduce the notion of a Shafarevich morphism. Precisely, given any subset
Σ ⊂ MB(X)(C), an algebraic Σ-Shafarevich morphism is a morphism s : X → Y to a
generically inertia-free connected normal Deligne–Mumford stack Y such that:

(1) s : X → Y is dominant and K(Y ) is algebraically closed in K(X).
(2) Σ is the pull back of a large nonextendable ΣY ⊂ MB(Y )(C) and for every point

y ∈ Y (C) the inertia of y acts faithfully on
⊕

V ∈ΣY
i∗yV .

(3) If a morphism g : Z → X from a connected Z has the property that g∗V is trivial
for every V ∈ Σ, then the composition Z → X → Y factors through Z → SpecC.

Recall that a subset Σ ⊂MB(X)(C) is large if for any non-constant map g : Z → X from
a connected normal variety, some local system in g∗Σ has infinite monodromy.

Provided a Σ-Shafarevich morphism exists, Y will always be a global quotient of an
algebraic space by a finite group action, and after passing to a finite étale cover p : X ′ → X
there will be a p∗Σ-Shafarevich morphism whose target is an algebraic space. The above
conditions ensure the Shafarevich morphism is unique and functorial provided it exists (see
Proposition 9.34). If Σ consists of a single local system underlying an integral variation of
Hodge structures, then the Stein factorization of the period map provides the Shafarevich
morphism.

For projective X, a rational Shafarevich map was constructed by Campana [24] and Kol-
lár [68, 69]; their construction more generally produces a rational map contracting subvari-
eties Z through a very general point with finite image (up to normalization) in π1(X,x)/Γ
for any normal subgroup Γ (not just those cut out by linear representations). In the case
that Σ consists of semisimple local systems of bounded rank, a Σ-Shafarevich morphism
was constructed for projective X by Eyssidieux [44] and analytically for quasiprojective
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X by the second author [20] and Deng–Yamanoi [39], who also observed that the map is
algebraic after a modification.

Our second main result is the existence of algebraic Shafarevich morphisms in general:

Theorem 1.3. For X a connected normal algebraic space and Σ ⊂ MB(X)(C) a set of
local systems of bounded rank, there is a unique algebraic Σ-Shafarevich morphism shΣ(X) :
X → ShΣ(X), which is proper if and only if Σ is nonextendable. Moreover, if Σ consists
of semisimple local systems then the coarse space of ShΣ(X) is quasiprojective.

As mentioned above, there is always a partial compactification X̄ of X to which Σ
extends and is nonextendable.

Theorem 1.3 says that any collection of local systems is pulled back from a large collec-
tion on an algebraic space (after a finite étale cover):

Corollary 1.4. For X a connected normal complex algebraic space and Σ ⊂ MB(X)(C)
any subset of bounded rank, there is a morphism s : X → Y to a generically inertia-free
Deligne–Mumford stack such that Σ is the pull-back of a large collection of local systems
on Y .

In the large case, the statement of Theorem 1.2 is particularly simple—note that any
covering space of a Stein complex space is Stein [120]:

Corollary 1.5. For X a connected normal complex algebraic space and Σ ⊂ MB(X)(C)
a large nonextendable absolute Hodge subset, X̃Σ (and therefore also any covering space
thereof) is Stein. In particular, if X admits a large nonextendable representation of its
fundamental group, then the universal cover of X is Stein.

Corollary 1.6. Let X be a connected normal complex algebraic space admitting a large
almost faithful representation of its fundamental group. Then the universal cover of X is
an analytic Zariski open subset of a Stein complex space.

We now summarize the main ingredients to the proofs of Theorem 1.2 and Theorem 1.3.
A salient theme throughout is that while the presence of boundary results in many com-
plications in non-abelian Hodge theory, everything is much better behaved in the case of
quasiunipotent local monodromy, and this is sufficient to “see” all of the Betti stack.

1.1. Definable Stein factorization. As noted above, if V underlies an admissible vari-
ation of integral graded-polarized mixed Hodge structures, the V -Shafarevich morphism is
the Stein factorization of the period map Xan → G(Z)\D, and as such Theorem 1.3 is a
version of Griffiths’ conjecture on the quasiprojectivity of the images of period maps. This
conjecture was proven in [5], [8] using definable GAGA [5] and the definability of period
maps [6], [7].

We now briefly summarize the analytic construction of the Σ-Shafarevich morphism
for a nonextendable collection of semisimple local systems in [20]. Importantly, any Σ
will have the same Shafarevich morphism as the smallest closed absolute Hodge subset
containing it, so we may assume Σ is a closed absolute Hodge subset. Techniques from
non-abelian Hodge theory then ensure Σ contains complex variations of Hodge structures,
and combining their period maps with the non-archimedean reductions of the Q̄-points of
Σ yields an analytic map

ϕ : X̃Σ →Man

to an algebraic variety M which contracts exactly those subvarieties on which Σ is uni-
formly finite. The nonextendability hypothesis implies the connected components of the
fibers of this map are compact, and the Stein factorization σ : X̃Σ → Ỹ then descends to
an analytic Shafarevich morphism s : Xan → Y.
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Definable GAGA implies that algebraizing Xan → Y is equivalent to giving it the
structure of a morphism of definable analytic spaces. The main obstacle to generalizing
the proof in the case of period maps of integral variations is that ϕ does not descend to a
reasonable analog of the period map X → G(Z)\D, since the monodromy may act highly
nondiscretely on Man. Instead, we rely on the following:

Theorem 1.7 (Theorem 2.1). Let f : X → Y be a proper morphism of seminormal defin-
able analytic spaces. Then the Stein factorization of f exists in the category of definable
analytic spaces.

By lifting a definable cover of X to X̃Σ and applying Theorem 1.7 to ϕ, Y is endowed
with a definable analytic space structure as desired. The usual proofs of Stein factorization
in the algebraic and analytic categories do not apply to the setting of Theorem 1.7 since
cohomology is poorly behaved in the definable analytic category. Indeed, as coverings in
the definable site are required to be finite, there do not seem to be acyclic coverings in
general. Interestingly, Theorem 1.7 together with definable GAGA gives a new proof of
the algebraicity of period maps Xan → G(Z)\D of integral variations, at least up to a
Stein factorization, which does not depend on the hard input of the global definability of
the period map, and instead only uses the relatively cheap “local” definability—that is, the
regularity of the Hodge filtration (or the nilpotent orbit theorem).

1.2. Hodge and twistor structures on miniversal local systems. As in [44, 45],
to construct the Shafarevich morphism in general, a key observation is that Σ may be
replaced with its absolute Hodge closure Σabs, which can be shown to contain local systems
underlying variations of Hodge structures using techniques from non-abelian Hodge theory.
The following result will essentially say these variations are Zariski dense in Σabs, provided
we allow artinian thickenings.

Theorem 1.8 (Theorem 4.3). Let X be a connected algebraic space, V0 ∈ MB(X)(C) a
complex local system underlying an admissible complex variation of mixed Hodge structures
(resp. an admissible tame purely imaginary variation of mixed twistor structures), and V̂
a miniversal ÔMB(X),V0-local system for MB(X) with closed point V0, where ÔMB(X),V0
is a complete local C-algebra. Then:

(1) The miniversal deformation algebra ÔMB(X),V0 admits a canonical pro-complex
mixed Hodge structure (resp. pro-mixed twistor structure) which is functorial with
respect to pull-back morphisms f∗ : MB(Y ) → MB(X) along algebraic maps
f : X → Y , direct sums, and tensor products (in a sense to be made precise
in Theorem 4.2 and Theorem 4.3).

(2) The miniversal family V̂ can be equipped with a pro-admissible complex variation
of mixed Hodge structure (resp. pro-admissible tame purely imaginary variation
of mixed twistor structures) for which the ÔMB(X),V0-action is compatible with the
Hodge structures (resp. twistor structures).

We also give versions of both theorems for the framed spaces (see Theorem 4.2). Note
that by definition a complex variation of mixed Hodge structure satisfies an admissibility
condition and in particular has quasiunipotent local monodromy (see Section 4.2). On the
other hand, every local system underlies an admissible tame purely imaginary variation
of mixed twistor structures. Theorem 1.8 in the Hodge case generalizes the results of [46]
when X is smooth projective, and results of [78, 77] endowing the deformation algebra with
a pro-mixed Hodge structure in general. The twistor case was explained in the compact
case by Simpson [110]; see also [111, 107] for some results in the case of quasiprojective
curves. Our approach is quite different from these: rather than using Goldman–Millson
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theory [52], we employ elementary deformation theory together with Saito’s theory of
mixed Hodge modules and Sabbah/Mochizuki’s theory of mixed twistor D-modules to
equip certain cohomology groups with Hodge/twistor structures. This allows us to avoid
some of the complications in the harmonic theory in the non-proper case (though see
Remark 4.4).

Both the Hodge and twistor cases of Theorem 1.8 are important. In the compact case,
Simpson famously described a C∗-action on the good moduli space MB(X) whose fixed
points are precisely complex variations of Hodge structures; as the image of Σabs in MB(X)
is C∗-stable and closed, limits of C∗-orbits will produce variations of Hodge structures in
the semisimplification of Σabs. On the other hand, there might be irreducible components
of MB(X) which are not generically semisimple and whose semisimplification is strictly
contained in an irreducible component of MB(X)—it is less clear how to use the C∗-action
to produce variations of Hodge structures there. The twistor structures in Theorem 1.8
allow for the local germs of MB(X) to be identified with the local germs of the Higgs
bundle stack, where the C∗-action can be understood, via the Deligne–Hitchin space of λ-
connections (see Section 8). Together with Theorem 1.12 below, this allows us for example
to establish the following:

Corollary 1.9 (Proposition 9.23 and Corollary 9.24). Every irreducible component of the
Betti stack MB(X) contains a point underlying a variation of Hodge structures.

In general the twistor case of Theorem 1.8 is used to show every irreducible component of
an absolute Hodge subset contains points underlying variations of Hodge structures. Note
that in the non-proper case the Deligne–Hitchin space is complicated by the monodromy
of the residual eigenvalues, but in a neighborhood of the quasiunipotent local monodromy
locus it is well-behaved, and by Theorem 1.11 below this is sufficient.

1.3. Algebraic integrability of the Katzarkov–Zuo foliation and graded nearby
cycles. The general strategy to prove Theorem 1.2 is roughly the same as in [44] and [45]
with some important differences. Note that by Theorem 1.3 it suffices to prove Corol-
lary 1.5. Recall that in the projective setting, the semisimple case is handled in [44] using
pure period maps and non-archimedean reductions, and the general case of [45] builds on
[44] by adding mixed period maps associated to miniversal families. The correct division
in the quasiprojective setting is to first prove Theorem 1.2 in the case the local systems
in Σ are semisimple with quasiunipotent local monodromy, and then to prove the general
case.

To adapt Eyssidieux’s proof to accomplish the first step, the quasiunipotence of local
monodromy is important for two reasons:

Properness of pluriharmonic maps. Ultimately the proof that X̃Σ is Stein rests on the
construction of a strictly plurisubharmonic exhaustion function. For a nonextendable Q-
local system V with reductive algebraic monodromy G, one obtains a candidate by putting
together the pluriharmonic maps at all placesXan → G(Q)\

∏
v∆v(G) and pulling back an

exhaustion function. Such a function will be plurisubharmonic by general theory, but will
be more easily shown to be proper in the case that V has quasiunipotent local monodromy,
since in this case the asymptotics of the pluriharmonic maps (specifically the archimedean
one) are better behaved.

Boundary behavior of Katzarkov–Zuo foliation. To show that the exhaustion function de-
scribed in the previous paragraph is strictly plurisubharmonic, one must generalize Eys-
sidieux’s inductive proof (using Simpson’s Lefschetz-type result [108]) of the algebraic
integrability of the Katzarkov–Zuo foliation.
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Theorem 1.10 (Theorem 11.1). Let X be a connected normal algebraic space, Σ ⊂
MB(X)(C) an absolute Q̄-constructible set of semisimple local systems with quasiunipotent
local monodromy, and v a nonarchimedean valuation on Q̄. Then the v-adic Katzarkov–Zuo
foliation of X associated to the Q̄-points of Σ is algebraically integrable.

In the quasiprojective setting the induction step requires the foliation to restrict to a
Katzarkov–Zuo foliation in the boundary, even when the local system does not extend.
To do this, the key observation is that in the nonarchimedean setting, a local system
with quasiunipotent local monodromy locally has an integral structure at the boundary,
so the pluriharmonic map associated to a pluriharmonic norm extends even though the
local system may not. We show that this can be interpreted as equipping the graded
nearby cycles functor with a pluriharmonic norm. The Katzarkov–Zuo foliation of the
graded nearby cycles local system on the boundary is then cut out by the restrictions
of the symmetric forms cutting out the Katzarkov–Zuo foliation on the open part (see
Theorem 10.48).

We further introduce two simplifications to Eyssidieux’s proof:

(1) We use the Ax–Schanuel theorem [4] for abelian varieties in place of the higher-
dimensional Castelnuovo–de Franchis theorem.

(2) We use a Steinness criterion due to Mok [88] instead of the Demailly–Paŭn theorem
[38].

1.4. Density of quasiunipotent local systems and the Simpson–Mochizuki cor-
respondence. To go beyond semisimple local systems with quasiunipotent local mon-
odromy, a new strategy to prove Steinness is needed. Part of this is for the same reason
as in [45]: if G is not reductive, the pluriharmonic maps described above need not exist.
But even when G is reductive, if the local monodromy is not quasiunipotent it is unclear
how to proceed. The mixed variations provided by Theorem 1.8 at points of Σ underlying
complex variations of Hodge structure with quasiunipotent local monodromy handle both
issues (the first as in [45]), since their relative period maps are affine.

Crucially, to ensure there are enough points of Σ underlying variations of Hodge struc-
tures with quasiunipotent local monodromy, we need two results. The first is a generaliza-
tion of a result of Esnault–Kerz [42]:

Theorem 1.11 (Corollary 9.17). Let X be a connected normal complex algebraic space
and Σ ⊂MB(X)(C) be an absolute Q̄-constructible subset. Let Σqu be the locus of points
with quasiunipotent local monodromy. Then Σqu is Zariski dense in Σ.

The idea behind Theorem 1.11 is also present in [22]. Here, “absolute Q̄-constructible”
means every Galois conjugate of Σ is Q̄-algebraic, where the Galois action is made sense
of via the Riemann–Hilbert correspondence, see Section 9.2. In fact, Q̄-absoluteness is
equivalent to Q̄-bialgebraicity with respect to the Riemann–Hilbert correspondence (see
Corollary 9.16). With the correct setup, Theorem 1.11 follows rather easily from the
Riemann–Hilbert correspondence and the Gelfond–Schneider and Ax–Schanuel theorems
for the exponential.

The second is to prove that the non-abelian Hodge correspondence of Simpson and
Mochizuki yields a homeomorphism between the moduli spaces of polystable logarithmic
Higgs bundles with nilpotent residues and vanishing rational Chern classes, semisimple
logarithmic connections with nilpotent residues, and semisimple complex local systems
with unipotent local monodromy, at least in the case of curves.
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Theorem 1.12 (Corollary 7.5 and Theorem 7.13). Let (X̄,D) be a log smooth proper curve.
Then the correspondence via purely imaginary tame harmonic bundles yields identifications

Mnilp
Dol (X̄,D)(C) ∼=Mnilp

DR (X̄,D)(C) ∼=Munip
B (X)(C)

where the first is a homeomorphism and the second is a complex analytic isomorphism.

This leads to finer control on the C∗-action on the Betti stack with unipotent local
monodromy, whose fixed points underlie variations of Hodge structures.

1.5. Acknowledgements. The authors benefited from discussions with S. Boucksom, J.
Daniel, C. Sabbah, C. Schnell, C. Simpson, and T. Mochizuki. We are particularly grateful
to C. Sabbah for communicating the proof of Lemma 8.12. B.B. was partially supported
by NSF grant DMS-2131688. Y.B. is partially supported by the French Agence Nationale
de la Recherche (ANR) under reference ANR-23-CE40-0011 (CYCLADES).

1.6. Outline. In Section 2 we prove the existence of Stein factorization in the definable
analytic category, Theorem 1.7. In Section 3 we give an algebraization criterion for coher-
ent sheaves coming from a flat principal bundle. In Section 4 we prove the existence of
functorial mixed Hodge structures on the local rings of the Betti stack at points underlying
variations of mixed Hodge structures and functorial mixed twistor structures at arbitrary
points to prove Theorem 1.8. In Section 5 we develop some general properties of bialge-
braic subsets of a stack with respect to an analytic correspondence and prove Theorem 1.11
using the Riemann–Hilbert correspondence. In Section 6 we review the general theory of
(pluri-)harmonic maps to NPC spaces. In Section 7 we discuss the Dolbeault realization
and prove Theorem 1.12. In Section 8 we construct the Deligne–Hitchin space and use the
results of Section 4 to understand its completion along preferred sections. In Section 9 we
assemble some properties of constructible subsets of the Betti stack including: nonextend-
ability, the equivalence between Q̄-bialgebraic (with respect to the Riemann–Hilbert corre-
spondence) and Q̄-absolute subsets, the graded nearby cycles functor. We also define and
prove some basic properties of absolute Hodge substacks of the Betti stack. In Section 10
we develop some properties of pluriharmonic norms on non-archimedean local systems to
show that the graded nearby cycles functor is compatible with the Katzarkov–Zuo folia-
tion for semisimple local systems with quasiunipotent local monodromy, Theorem 10.48.
In Section 11 we prove the algebraic integrability of the Katzarkov–Zuo foliation of an
absolute Q̄-absolute set of semisimple local systems with quasiunipotent local monodromy
(Theorem 1.10). In Section 12 we give a simple characterization of Stein complex spaces
which is implicit in the work of Mok. In Section 13 we prove Theorem 1.3 in the semisimple
case and Theorem 1.2 in the semisimple quasiunipotent local monodromy case using the
results of Section 3, Section 11, and Section 12. In Section 14 we upgrade Theorem 1.2
and Theorem 1.3 to the general case using Theorem 1.7, Theorem 1.8, Theorem 1.11, and
Theorem 1.12.

1.7. Notation. Unless otherwise indicated, all algebraic spaces (resp. definable analytic
spaces, resp. analytic spaces) X are separated algebraic spaces (resp. definable analytic
spaces, resp. analytic spaces) of finite type over C. Definability will always be meant with
respect to a fixed o-minimal structure for general results, and with respect to Ran,exp in
applications.

The only stacks we will consider for the most part (namely the Betti stack of any con-
nected algebraic space, and the De Rham and Dolbeault stacks of a log smooth projective
variety in the unipotent case) are global quotients of quasiprojective schemes by a reduc-
tive group. In several places (specifically the De Rham stack of a log smooth algebraic
space in the non-quasiunipotent case and in the construction of the Deligne–Hitchin space
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of a log smooth algebraic space), we will consider stacks which are the quotient of possibly
non-separated algebraic spaces (or analytic spaces) which admit a countable open cover
by finite-type algebraic spaces (or analytic spaces) by a reductive group.

Throughout we use the following notation. For a subset Σ ⊂ MB(X)(C) of complex
points of the Betti stack, we will denote: Σss ⊂ Σ the subset of semisimple local systems;
Σqu ⊂ Σ the subset of local systems with quasiunipotent local monodromy (see Section 4.1);
for any n ∈ N, Σqu|n ⊂ Σ the subset of local systems for which the eigenvalues of the local
monodromy have order dividing n. For a substack Z ⊂ MB(X), we therefore refer to
Z(C)ss and Z(C)qu, but in the last case we denote Z(C)qu|n = Zqu|n(C) since Z(C)qu|n
will underlie a closed substack Zqu|n ⊂ Z.

2. Definable analytic Stein factorization

Recall that we say a map f : X → Y of algebraic spaces, definable analytic spaces,
or analytic spaces is a fibration if it is proper and the pullback map OY → f∗OX is an
isomorphism. Recall also that if f : X → Z is a morphism of algebraic (resp. analytic)
spaces such that the fibers of f have compact connected components, there is a diagram
in the category of algebraic (resp. analytic) spaces

X Z

Y

g

f

h

such that g is a fibration and h has discrete fibers. Such a diagram is uniquely determined
up to isomorphism (compatible with f) and is called the Stein factorization of f . In both
categories, the map g : X → Y is the quotient of X by the equivalence relation x ∼ x′

if x, x′ are contained in a connected component of a fiber of f . We call this equivalence
relation in the topological/definable topological/definable analytic/analytic categories the
connected fiber equivalence relation.

The goal of this section is to extend the existence of the Stein factorization to the
definable analytic category, at least for seminormal varieties (we say a reduced definable
analytic space X is (semi)normal if the analytification is):

Theorem 2.1. Let X be a seminormal definable analytic space, Z a definable analytic
space, and f : X → Z a morphism with compact fibers. Then there is a diagram, unique
up to isomorphism (compatible with f : X → Z)

(2.0.1)
X Z

Y

g

f

h

where g is a fibration and h is quasifinite. Moreover, g is the quotient by the connected
fiber equivalence relation in the definable analytic category, and (2.0.1) analytifies to the
analytic Stein factorization.

Note that allowing for X to be seminormal will be important in the following section.

2.1. Definable Spec and (semi)normalization.

Proposition 2.2. Let Z be a definable analytic space and A a definable coherent sheaf of
OZ-algebras. Then there is a unique definable analytic space h : Y → Z equipped with an
isomorphism ϕ : h∗OZ → A which is finite over Z, up to isomorphism as spaces over Z
that are compatible with ϕ. We define Y = SpecA.
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Proof. The uniqueness is clear. For the existence, we may therefore assume we have a
surjection OnZ → A. Let a1, . . . , an be the corresponding sections of A. Let π : Cn×Z → Z
be the second projection and consider the surjection OCn×Z → π∗A defined by sending the
ith coordinate zi to ai. The kernel is an ideal sheaf for a subspace Y ⊂ Cn × Z together
with a natural map ϕ : h∗OZ → A with the required properties. □

Proposition 2.3. Let Z be a reduced definable analytic space. There is a definable analytic
space h : Y → Z uniquely determined by the property that it analytifies to the analytic
normalization.

Proof. The uniqueness is clear by [5, Proposition 2.45], as for any other such morphism
h′ : Y ′ → Z the analytic isomorphism Y an → Y ′an is the closure of the identity on
the (definable) dense Zariski open subset of Z where both h, h′ are isomorphisms, hence
definable.

For the existence, recall the Oka criterion for normality [54, Chap. 6 §5.2]: a reduced
space Y is normal if and only if the natural map OY → End(IYsing) is an isomorphism,
where IYsing is the ideal of the reduced singular locus. Moreover, End(IYsing) is naturally a
coherent sheaf of OX -algebras (in particular commutative, see [54, Chap. 6 §5.1]). Thus,
defining Z0 = Z and Zi = Spec End(I(Zi−1)sing) inductively, we have a tower of finite
morphisms hi : Zi → Z. The supports of the cokernels of the maps

OZ = OZ0 → h1∗OZ1 → · · · → hi∗OZi → · · ·
yield a decreasing chain of subspaces which can only stablize when Zi is normal, and by
noetherian induction the claim is proven. □

Corollary 2.4. Let Z be a reduced definable analytic space. There is a definable analytic
space h : Y → Z uniquely determined by the property that it analytifies to the analytic
seminormalization.

Recall that the analytic seminormalization Y → Z is uniquely characterized by the
property that its regular functions are meromorphic functions on Z which extend contin-
uously [55]. This means that if Y ′ → Z is the normalization, Y is the quotient by the
equivalence relation Y ′ ×Z Y ′ ⊂ Y ′ × Y ′ with the reduced structure.

Proof of Corollary 2.4. The uniqueness is again clear. Let h′ : Y ′ → Z be the normaliza-
tion, Y → Zan the analytic seminormalization, and R ⊂ Y ′ × Y ′ be the reduced definable
subspace whose underlying set is the support of Y ′ ×Z Y ′ ⊂ Y ′ × Y ′. Let r1, r2 : R → Y ′

be the two finite projections; the compositions with h′ are equal, t = h′ ◦ ri. Let A be
the kernel of r∗1 − r∗2 : h′∗OY ′ → t∗OR. It follows from the above that Aan is h∗OY and
therefore SpecA is the required Y . □

Corollary 2.5. Theorem 2.1 holds if and only if it holds additionally assuming X is
normal.

Proof. The forward implication is clear. For the backward implication, let f ′ : X ′ → Z ′ be
the maps on normalizations, and X ′ → Y ′ → Z ′ the Stein factorization. The equivalence
relation in Y ′×Y ′ defining Y is the image of the equivalence relation X ′×XX ′ ⊂ X ′×X ′,
and as in the previous corollary we obtain h : Y → Z analytifying to the finite part of the
Stein factorization. The composition X ′ → Y ′ → Y factors through X analytically, so by
[5, Proposition 2.55] we obtain the morphism g : X → Y . □

2.2. Stein factorization of definable topological spaces. Recall the following impor-
tant result of Van den Dries on equivalence relations in the category of definable topological
spaces.
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Theorem 2.6 (Van den Dries [121, Chap. 10, (2.15) Theorem]). Let X be a definable
topological space and R ⊂ X×X a proper definable equivalence relation. Then the quotient
q : X → X/R exists as a definable topological space. Moreover the map q is proper.

The quotient is both a categorical quotient (in the sense of being universal with respect
to morphisms X → Y which are equal on the relation) and a geometric quotient (in the
sense that the topology is the quotient topology and fibers are equivalence classes).

Proposition 2.7. Let f : X → Z be a morphism of definable topological spaces with
compact fibers. Let R ⊂ X ×X be the equivalence relation x ∼ x′ if x, x′ are in the same
connected component of a fiber of X. Then the quotient g : X → Y by R exists in the
category of definable topological spaces. Moreover, there is a factorization

X Z

Y

g

f

h

uniquely determined by the property that g has connected fibers and h is quasifinite. Finally
g is proper.

Proof. Connected components are always closed and compact subsets of X are separated
by a nonzero distance, so R is a closed proper equivalence relation. There is a definable
stratification of Z by locally closed subspaces over which f is definably trivializable [121,
Chap. 9, (1.2) Theorem], hence R is definable. Thus, by Theorem 2.6 the quotient
Y = X/R exists, and the quotient map g : X → Y is proper. The remaining statements
are clear. □

Lemma 2.8. Let f : Y → Z be a quasifinite morphism of regular definable topological
spaces. Then up to a definable cover of Z, f factors as Y → Z ′ → Z where Y → Z ′ is
finite and Z ′ → Z is an open embedding on each component.

Proof. First observe that we may assume f factors as Y → Ȳ → Z where j : Y → Ȳ is an
open embedding and f̄ : Ȳ → Z is finite. Indeed, we may assume Y is embedded in Rn,
and therefore that f factors as Y → Rn × Z → Z where the first map is a locally closed
embedding and the second is the projection. After a definable open cover of Z, we may
assume the last coordinate separates points in the fiber, and thus that n = 1. We then
take Ȳ to be the closure of the image of Y in P1

R ×Z. Let ∂Y = Ȳ \ Y , which is closed in
Ȳ .

The argument of [5, Proposition 2.4] produces the following, possibly after a definable
cover: triangulations {C} and {D} of Ȳ and Z such that

(1) ∂Y is a subcomplex of Ȳ .
(2) for each open simplex D of Z, f̄−1(D) is a disjoint union of open simplices of Ȳ ,

each mapping isomorphically to D;
(3) the closure of each simplex in Ȳ injects into Z.

As in [5], for any simplex D of Z take Z(D) to be the star of D and likewise for Ȳ (C). Then
{Z(D)} is a definable open cover of Z for which f̄−1(Z(D)) is the disjoint union of the
stars Y (C) of the lifts C of D. Moreover, for any D, and any lift C of D, Ȳ (C)∩ ∂Y ̸= ∅
if and only if C ⊂ ∂Y . Finally, if C ⊂ ∂Y , Y (C) := Ȳ (C)∩Y is finite over Z(D) \ f̄(∂Y ),
which is open in Z(D). The cover {Z(D)} then satisfies all the required properties. □

Remark 2.9. Note that the definable topological spaces underlying definable analytic
spaces are locally isomorphic to a locally closed subset of Rn, and are therefore regular
(see [121]).
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2.3. Proof of Theorem 2.1. The Stein factorization (2.0.1) exists if and only if the
quotient g : X → Y by the connected fiber equivalence relation exists in the category of
definable analytic spaces, hence the uniqueness. The Stein factorization (2.0.1) exists both
in the analytic category and the definable topological space category, by Proposition 2.7.
In both categories the map g : X → Y is the quotient by the connected fiber equivalence
relation, hence the uniqueness, and for both the map |g| : |X| → |Y | on underlying
topological spaces is also the quotient by the connected fiber equivalence relation, so the
diagrams on underlying topological spaces are isomorphic. It follows by [5, Proposition
2.45] that if a morphism g : X → Y exists in the definable analytic category which gives the
quotient in the analytic and definable topological space categories then it is the quotient
in the definable analytic category.

We now show the existence. By Corollary 2.5 we may assume X is normal. By the
uniqueness statement we may freely pass to definable open covers of Z. In particular,
by Proposition 2.7 and Lemma 2.8 we may assume f is proper. We may also assume
Z is a basic definable analytic space—that is, the zero-locus of finitely many definable
analytic functions on a definable open subset of Cn. By definable Noether normalization
[96, Theorem 2.14], we may assume there is a finite linear projection Z → A for A ⊂ Cm
open, so we may replace Z with A and thereby assume Z is a definable open subset of Cn.
The existence will be a consequence of the following result.

Proposition 2.10. Let Z be a definable open subset of Cn. Let f : X → Z be a proper
surjective morphism of normal definable analytic spaces. Let Xan → Y → Zan be the Stein
factorization of its analytification. Then, up to passing to a definable cover of Z, there
exists V = Z \ T ⊂ Z the complement of a nowhere-dense Zariski-closed definable subset
T ⊂ Z, a positive integer N and a morphism g : XV := X ×Z V → AN such that there is
a commutative diagram

Xan
V V an × CN

YV an

(f×g)an

where the right diagonal map is a closed immersion of YV an := Y ×Zan V an.

Corollary 2.11. Assume the hypothesis of Proposition 2.10. Then, up to passing to a
definable open cover of Z, there is a reduced irreducible definable analytic space Y ′ and
a factorization X → Y ′ → Z with X → Y ′ proper surjective and Y ′ → Z finite which
analytifies to the Stein factorization of Xan → Zan over a dense definable analytic Zariski
open subset V ⊂ Z.

Proof of Corollary 2.11 assuming Proposition 2.10. After passing to a definable cover of
Z, we may assume the ideal sheaf of T is globally generated, and by multiplying g by
sufficiently high powers of these generators we may assume the function g extend to X,
by [8, Lemma 3.2]. Consider the definable analytic map f × g : X → Z × CN . Being a
proper map, it follows from Remmert theorem that its image is a closed analytic subvariety
which is clearly definable, hence by [5, Proposition 2.45] it is a definable closed analytic
subvariety Y ′ of Z×CN . This variety is finite over Z and its analytification contains YV an

as a dense Zariski open subset by construction. □

Proof of Theorem 2.1 assuming Corollary 2.11. Let Y → Y ′ be the normalization of Y ′,
as guaranteed by Proposition 2.3. Since X is normal, the analytic Stein factorization Y
is normal, hence equal to the normalization of Y ′an. By [5, Proposition 2.45] we therefore
have a factorization X → Y → Z in the definable analytic category. □
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We now proceed with the proof of Proposition 2.10. Let Xan → Y → Zan be the
analytic Stein factorization. Observe that there is a nowhere dense reduced closed definable
subspace T ⊂ Z such that Y → Zan is étale in corestriction to the complement V := Z \T .
Indeed, we may take T to be closure of the locus of points where the fiber of X → Z
is everywhere nonreduced on some connected component. We may as well assume T has
pure dimension n − 1. By definable Riemann existence (which follows from the existence
of quotients by closed étale equivalence relations [5, Proposition 2.57]), this means there
is a finite étale cover U → V which analytifies to the restriction of the map Y → Zan to
V an.

Proposition 2.10 is clearly true when Y → Zan is finite étale, so in particular true
over V . Finally, we may further assume there is a linear projection Z → B ⊂ Cn−1

for an open definable B ⊂ Cn−1 which is finite on T by another application of definable
Noether normalization, and we therefore think of Z as a definable open in B × C. The
map p : T → B is étale over some dense definable Zariski open B0 ⊂ B ⊂ Cn−1.
Lemma 2.12. Let B ⊂ Cn−1 be a definable open subset, T ⊂ B × C a reduced definable
analytic subspace of pure dimension n−1 which is finite over B, T ⊂ Z ⊂ B×C a definable
open neighborhood. Let U → V be a finite connected étale cover of V := Z \ T . Then up
to passing to a definable open cover of B, shrinking Z as a neighborhood of T , and taking
connected components of Z, there is a dense Zariski open subset B0 ⊂ B such that, setting
U0 ⊂ U to be the preimage of B0 in U , we have a commutative diagram

U0 C0 \ q0

B0

j

where j is an open embedding and C0 → B0 is a smooth proper definable analytic family
of curves with a definable analytic Cartier divisor q0 which is finite étale over B0.
Proof. We denote by Tb ⊂ Zb ⊂ C the fibers over b ∈ B. Note that T is the closure of
T ∩ U0. For z ∈ C we denote by BR(z) the open disk of radius R centered at z and for a
subset Σ ⊂ C we denote by KR(Σ) the convex hull of

⋃
p∈ΣBR(p). Assume first that for a

continuous definable function r on B, Zb = Kr(b)(Tb). Then V ′
0 := B0×C \T deformation

retracts onto V0 := B0 × C ∩ V . It follows that U0 → V0, the restriction of U → V to
V0, extends to a finite étale cover U ′

0 → V ′
0 , which then extends to a finite ramified cover

C → B0×P1. The divisor q0 is simply the reduced preimage of the point at infinity (which
is étale over B0 possibly after shrinking B0), and this proves the proposition in this case.

It therefore remains to show that after a definable cover of B and shrinking and taking
components of Z we are in the above case. In particular we may assume T is connected.
Let d be the degree of T → B. There is a natural morphism B → SymdC such that T
is contained in the pullback of the universal d-tuple. Let Cd → SymdC be the obvious
quotient map, and ν : B′ → B the base-change to B. There are then sections t1, . . . , td
of the projection B′ × C → B′ whose union is the base-change of T generically. For any
partition π of [d], consider the set B′

π ⊂ B′ of points b′ such that there is some ϵ > 0
satisfying:

(1) For each Σ ∈ π we have Kϵ(tΣ(b
′)) ⊂ Zν(b′), where we denote tΣ(b′) = {ti(b′) | i ∈

Σ};
(2) The closed convex hulls Kϵ(tΣ(b′)) are pairwise disjoint for distinct parts Σ of π.

Note that if a set B′
π contains a point b′, then the orbit decomposition of [d] under the

stabilizer of b′ in Sd yields a partition πb′ which necessarily refines π, since for any part
Σ ∈ πb′ the sections ti(b′) are equal for i ∈ Σ.
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The {B′
π} are a definable cover of B′. By [5, Proposition 2.4] there is a definable open

cover {W} of B such that for each W , every connected component of ν−1(W ) is contained
in some B′

π. Moreover, because of the way this cover is constructed, the stabilizer of a
component in Sd is equal to the stabilizer of a point in that component. It follows that π
is invariant under this stabilizer.

Passing to this cover, there is a partition πT of the irreducible components of T and a
definable continuous function r : B → R>0 such that

(1) For each Σ ∈ πT we have Kr(Σ) :=
⋃
b∈BKr(b)(Σb), where Σb is the set of points

of Tb contained in a component in Σ;
(2) The closures Kr(Σ) are pairwise disjoint for distinct parts Σ of πT .

We may therefore replace Z with Kr(Σ), in which case we are in the above situation.
□

Returning to the proof, we make the following:

Claim. After passing to an open definable cover of T in Z and a dense definable Zariski
open of B0, U0 has a definable divisor D0 ⊂ U0 which is finite étale over B0 and such that
the generic fiber of the pair (C0, D0) has no automorphisms.

Proof. X is covered by basic definable analytic open subspaces Xi. As f is generically
smooth, each f(Xi) has nonempty interior, and further Z is covered by the interior closures
of the images f(Xi). Thus we may assume by passing to a cover that one basic definable
analytic subspace Xi has dense image in Z.

Lemma 2.13. Let Z ⊂ Cn be a definable open subset. Let X ⊂ Cm be an irreducible
basic definable analytic space and f : X → Z a morphism with dense image. Let Z0 ⊂ Z
be a dense definable Zariski open where f is equidimensional and X0 = f−1(Z0). Fix
k ≥ dimX−n and let W be a dense definable open subset of the space of affine codimension
k subspaces H ⊂ Cm which meet X. Then there is a definable open cover Zi of Z such
that for each i there is a Hi ∈W for which Hi ∩ f−1(Zi ∩ Z0) is finite over Zi ∩ Z0.

Proof. Let ∂X = X̄ \X be the boundary of X in Pn; ∂X is closed in Pn. Note that the
projection H∩X → Z will be finite on the open set Z\f(H∩∂X), and if f(H∩∂X) has no
interior then, the desired property will be satisfied on the interior closure of Z \f(H ∩∂X)
in Z. Observe that for any closed definable Σ ⊂ Z, we have

Σ \ f(H ∩ ∂X ∩ f−1(Σ)) ⊂ Z \ f(H ∩ ∂X).

Setting Σ0 = Σ ∩ Z0 we also have dimR ∂X ∩ f−1(Σ0) ≤ dimRΣ0 + 2(dimX − n). There
is then a H ∈W for which H ∩ ∂X is not saturated with respect to f and further

dimRH ∩ ∂X ∩ f−1(Σ0) < dimRΣ0 + 2(dimX − n)− 2k ≤ dimRΣ0.

Thus, starting with Σ = f(∂X) by induction on dimRΣ0 we inductively build the desired
cover by adding the interior closure of Z \ f(H ∩ ∂X) to our cover and replacing Σ by
f(H ∩ ∂X ∩ f−1(Σ)) at each step. □

Applying the lemma with k = dimX−n+1, pushing forward and using [5, Proposition
2.45] we have a divisor D0 on U0 and after shrinking B0 and taking the divisor sufficiently
generally, we may ensure the claim holds. □

Let g be the genus of the general fiber of C0, m the degree of D0 over B0, d the degree
of q0 over B0, and letM := Sm,d\Mg,m+d be the moduli stack of genus g curves with two
sets of unordered points of cardinality m and d. Let C → M be the universal curve. Up
to passing to a dense definable Zariski open of B, we may assume there is an open affine
subscheme A ⊂ M consisting of curves with no automorphisms and a definable analytic
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morphism B0 → Adef such that C0 is the pullback of the restriction of the universal curve
CA → A.

Note that the family C◦A → A obtained by puncturing CA at the order d set is affine, as
therefore is C◦A. Let xi be coordinate functions on C◦A. Replacing T with T ∪ π−1

1 (B \B0)
where π1 : Z → B is the projection, we have a map XV → U → C◦A and pulling back the
functions xi yields the required morphism g : XV → AN . □

Remark 2.14. The proof of Theorem 2.1 also gives an elementary proof of Stein factor-
ization in the analytic category assuming Remmert’s proper mapping theorem, at least for
morphisms of seminormal spaces (whose fibers have compact connected components).

3. Quasiprojectivity of complex period maps

In this section we prove a general algebraicity result which among other things should
be viewed as showing that the image of the period map associated to a complex variation
of mixed Hodge structures is an algebraic space (quasiprojective in the pure case), up to
a Stein factorization and assuming a weak properness assumption. In this sense it is a
version of the Griffiths conjecture [5, 8].

3.1. Algebraicity. The setup is as follows:

Setup 3.1. For an algebraic space X suppose we have:
(1) A finitely generated group Γ.
(2) A definable analytic space M with an action by Γ such that each γ ∈ Γ acts by a

definable analytic automorphism.
(3) A normal covering space π : X̃ → Xan with deck transformation group Γ.
(4) A π-definable Γ-equivariant morphism ϕ : X̃ →M an.

Here we have used the following definition:

Definition 3.2. Let X be a definable analytic space and π : X̃ →X an a covering space.
Let M be a definable analytic space and ϕ : X̃ →M an a morphism of analytic spaces. We
say ϕ is π-definable if for any definable analytic space T and any commutative diagram

(3.1.1)
X̃

T X T an X an

π

t tan

τ̃

the resulting map ϕ ◦ τ̃ : T an → M an is the analytification of a morphism µ : T → M
of definable analytic spaces. Note that by definable triangulation it suffices to check the
property for open definable subspaces T .

In practice, Setup 3.1 will arise when M has an action of π1(Xan, x) (for some choice
of baepoint x) by definable analytic automorphisms and ϕ will be π1(Xan, x)-equivariant,
in which case it is sufficient to check the π-definability on a fundamental set of X̃ . Note
that if we are in Setup 3.1 for some algebraic space Y and g : X → Y is a morphism, then
X naturally inherits all of the structures in Setup 3.1.

Now if we have Setup 3.1 for an algebraic space X and in addition the fibers of ϕ have
compact connected components, recall that there is then a factorization in the category of
analytic spaces

X̃ M an

Ỹ
ψ

ϕ

χ
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where ψ is a fibration and χ has discrete fibers. Moreover, Γ acts properly discontinuously
on Ỹ so the map ψ descends to a fibration σ : Xan → Y. We refer to σ as the Stein
factorization of ϕ.

Theorem 3.3. Assume Setup 3.1 for a seminormal algebraic space X with the additional
assumption that the fibers of ϕ have compact connected components. Then the Stein fac-
torization σ : Xan → Y of ϕ is the analytification of an algebraic map g : X → Y , uniquely
determined up to isomorphism (as a map with fixed source).

Proof. By definable GAGA an algebraic structure X → Y on σ : Xan → Y is equivalent to
a definable analytic space structureXdef → Y , and moreover either is uniquely determined.
Thus, it suffices to find a finite open analytic cover Yi of Y such that σ−1(Yi) = Xan

i for
a definable open cover Xi ⊂ Xdef and definable analytic space morphisms Xi → Yi which
analytify to Xan

i → Yi. This has the following consequence:

Lemma 3.4. If the underlying map on topological spaces |σ| : |Xan| → |Y| has a definable
topological space structure |Xdef | → Y, then σ has a definable analytic space structure.

Proof. First observe that by definable triangulation there is a finite open cover Yi of Y by
contractible open sets such that the Xi := σ−1(Yi) form a definable open cover of Xdef .

Now, there is a finite map Y ′
i → Yi which is a quotient by a finite group Gi such that

Y ′
i lifts to Ỹ. The preimage of the lift in X̃ is a finite étale Gi-cover X ′

i → Xi. The
resulting map X ′

i → M is a morphism of definable analytic spaces with compact fibers.
By Theorem 2.1 there is a Stein factorization X ′

i → Y ′
i → M , where Y ′

i analytifies to
Y ′
i. Taking the quotient by Gi using [5, Proposition 2.63], we obtain a definable analytic

morphism Xi → Yi where Yi analytifies to Yi as required. □

Returning to the proof of the theorem, we first reduce to the case that X is normal.
Let X ′ → X be the normalization of X, Y ′ → Y the normalization of Y, and suppose
X ′an → Y ′ is algebraized by X ′ → Y ′. The topological space underlying Y is the quotient
of |Y ′an| by the image of the equivalence relation |X ′ ×X X ′| ⊂ |X ′ × X ′| in |Y ′ × Y ′|.
This equivalence relation is clearly definable, closed, and proper, so by Theorem 2.6 the
quotient exists in the category of definable topological spaces, and by the lemma we are
done.

Thus we may assume X is normal, and we proceed by induction on dimX, the base
case being trivial. By a Hilbert scheme argument as in [5] we have the following:

Proposition 3.5 (Compare with [117, Proposition III]). Let X be a connected normal
algebraic space and f : Xan → Y a holomorphic fibration onto a normal analytic space Y.
Then there exists a fibration g : X ′ → Y ′ between two connected normal algebraic spaces, a
proper modification X ′ → X and a holomorphic proper modification (Y ′)an → Y such that
the diagram

(X ′)an Xan

(Y ′)an Y.

gan f

is commutative.

Proof. One can assume that X is smooth quasiprojective. Let Hilb(X) be the Hilbert
scheme of proper algebraic subspaces of X. Its analytification is the Douady space of
compact analytic subspaces of Xan (see [5, p.200]). Let U ⊂ Y be a non-empty Stein
open subset over which f is smooth. By Remmert proper mapping theorem, every irre-
ducible compact complex subspace of Xan contained in f−1(U) is contained in a fiber of
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f . Therefore, the induced holomorphic map U → Hilb(X)an is an open immersion. Let
H ⊂ Hilb(X) be a irreducible component such that Han contains U . The compact complex
analytic subspaces of Xan that are contained in a fiber of f form a closed analytic subset of
Hilb(X)an that contains the image of U . Since U is open in Han for the Euclidean topology,
it follows that (the analytification of) every proper algebraic subspace of X corresponding
to an element of H is contained in a fiber of f . Therefore, letting Y ′ be the normalization
of H, we get a holomorphic map (Y ′)an → Y, which is a biholomorphism in corestriction
to U . If we denote by g : X ′ → Y ′ the normalization of the base-change of the universal
family to Y ′, we get a commutative diagram

(X ′)an Xan

(Y ′)an Y.

gan f

Since the induced map (X ′)an → Y is proper and its image contains U , it is surjective. A
fortiori, the map (Y ′)an → Y is proper and surjective. Finally, gan and f coincide over U .
The remaining claims follow. □

Thus we may assume σ is a proper modification. The étale locus of ϕ is definable and
ρ-equivariant, so there is a Zariski open subset U ⊂ X on which σ is an isomorphism. Let
S := X \ U and T ⊂ Y the image of San under σ. By the inductive hypothesis, if S′ → S
is the seminormalization, and S′an → T ′ → T the Stein factorization of S′an → T , then
S′an → T ′ has an algebraic structure S′ → T ′. Since S is saturated with respect to the
map ψ, the fibers are connected, and therefore T ′an = T ′ → T is the seminormalization.
Since seminormalizations are homeomorphisms on the underlying topological space and
σ is an isomorphism on U , it follows that the set-theoretic equivalence relation of σ is
definable, hence again by Theorem 2.6 the quotient as a definable topological space exists,
and by the lemma the claim is proven. □

3.2. Quasiprojectivity. We now address the question of when line bundles on M induces
semiample bundles in the context of the previous section. We first describe when bundles
pulled back from M have a natural algebraic structure, as in [5, §6.2] (see also [8, §2.3]).

Setup 3.6. Assume Setup 3.1 for an algebraic space X. Suppose further that, for a chosen
basepoint x of X, we have

(1) G a linear algebraic group acting definably on M .
(2) A homomorphism ρ : π1(X

an, x) → G(C) with norm one eigenvalues of local
monodromy.

(3) The covering map π is the covering π : X̃ρ → Xan corresponding to the subgroup
ker ρ ⊂ π1(Xan, x).

(4) The map ϕ is π1(Xan, x)-equivariant2, where the action of π1(Xan, x) on M is via
ρ.

Here we have used the following:

Definition 3.7. We say ρ : π1(X
an, x) → G(C) has norm one eigenvalues of local mon-

odromy if for some log smooth compactification X̄ ′ of a resolution r : X ′ → X and some
faithful complex representation V of G, taking V to be the local system on Xan induced
by V via ρ, the the local monodromy of r∗V around any divisor has (complex) norm
one eigenvalues. Note that if this is satisfied, the same will be true for any log smooth
compactification of any resolution and any complex representation of G.

2In this case we say ϕ is ρ-equivariant.
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Recall that by [9], the eigenvalues of local monodromy having norm one implies that
the two natural structures as a definable coherent sheaf on OXdef ⊗Z

Xdef
V coming from

the flat sections and the canonical algebraic structure of the associated flat vector bundle
are equivalent.

Observe that in Setup 3.6 for an algebraic space X and for any G-equivariant definable
analytic vector bundle bundle E on M , there is a natural analytic vector bundle EX on
Xan together with a natural π1(Xan, x)-equivariant isomorphism α : π∗EanX

∼=−→ ϕ∗E an.
Here the naturality means that for any morphism g : X → Y there is an isomorphism
λ : (gan)∗EY → EX fitting into a commutative diagram

π∗XEX

(g̃an)∗π∗Y EY ϕ∗XE an = (g̃an)∗ϕ∗Y E an

π∗
Xλ

αX

(g̃an)∗αY

with the obvious notation, where g̃an : XKX → Y KY is the map induced by f on covers.
In the following, by a constant G-equivariant vector bundle on M we mean a G-

equivariant vector bundle of the form OM ⊗C V for a G-representation V .

Lemma 3.8. Assume Setup 3.6 for an algebraic space X, and suppose E is a subquotient
of a constant G-equivariant vector bundle on M . Then:

(1) There is an algebraic vector bundle EX analytifying to EX which is uniquely de-
termined by the property that for any diagram (3.1.1) (with X = Xdef) and the
induced map µ : T → M , the isomorphism τ ′∗α : (tan)∗Ean

X → (µan)∗E an is the
analytification of an isomorphism t∗Edef

X → µ∗E .
(2) For any morphism g : X → Y , there is an isomorphism g∗EY → EX analytifying

to the above isomorphism λ : (gan)∗EY → EX .

Proof. There is clearly a definable analytic vector bundle EY with all the required prop-
erties. By the assumption on E , EY is a subquotient of the flat definable vector bundle
corresponding to a local system induced by ρ, so by [9] and definable GAGA EY has a
unique algebraic structure which moreover satisfies all the required properties. □

Setup 3.9. Assume Setup 3.6 for an algebraic space X, and further suppose we have:
(1) A line bundle L on M which is a subquotient of a constant G-equivariant vector

bundle.
(2) For any morphism g : Z → X from a smooth algebraic variety Z with a log smooth

compactification (Z̄,D), if ϕZ has generically discrete fibers then LZ extends to a
big and nef line bundle LZ̄ on Z̄. Moreover, this extension is functorial with respect
to morphisms (Z̄ ′, D′) → (Z̄,D) of log smooth pairs which are isomorphisms on
the open part.

Proposition 3.10. Assume Setup 3.9 for an algebraic space X and assume ϕ has discrete
fibers. Then LX is ample. In particular, X is a quasiprojective variety.

Proof. Immediate by [5, Theorem 5.4]. □

Critically, complex variations of pure Hodge structures fall within the framework of
Setup 3.9. The following is a consequence of the main theorem Theorem 1.3, but we
include it now as an example.

Theorem 3.11. Let (X̄,D) be a smooth proper log-pair and X := X̄ \D. Let V be a pure
C-VHS on X whose underlying local system has discrete monodromy Γ. Assume that V
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has infinite local monodromy. Then the Stein factorization of the associated period map
Xan → Γ\M is the analytification of an algebraic morphism X → Y , with Y normal
quasiprojective.

Proof. In the notation of Setup 3.1, we take M to be the period domain and ϕ : X̃V →M
to be the period map. The definability condition follows from [9] and the fact that the
Hodge filtration extends to the Deligne extension (see the proof of Lemma 7.4 in [18]) and
the algebraicity follows from Theorem 3.3. Note the fibers of ϕ have compact connected
components since the condition on the local monodromy implies by the Griffiths criterion
[57, Proposition 9.11] that Xan → Γ\M is proper.

It remains to show the quasiprojectivity. By replacing X with Y we may assume ϕ has
discrete fibers. We take L to be the Griffiths bundle; then Setup 3.6 is satisfied, and
Lemma 3.8 applies to L . By the following lemma, Setup 3.9 applies.

Lemma 3.12. Let X be a smooth algebraic variety, V a C-VHS with unipotent local
monodromy, and NX the Griffiths bundle. Then there is a functorial nef extension NX̄

to any log smooth compactification. Moreover, if the period map ϕ of V has generically
discrete fibers, then NX̄ is big.

Proof. The Griffiths bundle of the R-VHS V ⊕ V̄ is a power of that of V , so it suffices to
consider a R-VHS and this is [5, Lemma 6.15]. □

□

Remark 3.13. There is a version of Theorem 3.11 in the mixed case, but the condition of
infinite local monodromy must be replaced with the nonextendability of the local system
(see Section 9.1).

4. Hodge and twistor theory of miniversal local systems

In this section we construct functorial mixed Hodge structures on the miniversal defor-
mation rings at points of the Betti stack MB(X) (see Section 4.1) underlying complex
variations of mixed Hodge structure, as well as complex variations of mixed Hodge struc-
tures on the miniversal families themselves. In fact, we will need the same statement in the
category of variations of mixed twistor structures (see Section 4.2 for definitions), which
gives additional structure to the miniversal family ofMB(X) at every point.

We leave some relevant definitions for Section 4.6, but the precise statements are The-
orem 4.2 and Theorem 4.3 below. Before stating it, we make the following notational
convention:

Notation 4.1. Starting in Section 4.4, we develop the theory in the Hodge and twistor
cases largely in parallel. We therefore use the phrase “complex mixed structure” (C-MS)
as a stand-in to mean either a complex mixed Hodge structure (C-MHS) or complex mixed
twistor structure (C-MTS), and C-VMS (C-AVMS) to mean an (admissible) variation of
complex mixed Hodge structures or complex mixed twistor structures. In either category,
we denote by T(0) the weight 0 Tate object, that is, the unit for the tensor structure.

We first state the result for the framed Betti moduli space, where the lack of automo-
prhisms makes the universal properties better behaved.

Theorem 4.2. Let X be a connected algebraic space, x ∈ X a basepoint, and V ∈
MB(X)(C) a complex local system equipped with an admissible3 (graded polarizable) com-
plex variation of mixed structures (C-AVMS). Let ϕ : Vx → Cr be a framing of V at

3Here, the admissibility hypothesis in the Hodge case includes the condition that the local monodromy
is quasiunipotent, see Definition 4.17
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x. Let M be Cr equipped with the mixed structure induced via ϕ. Let (ÔRB(X,x),(V,ϕ), V̂ )

be the universal local system at (V, ϕ) for RB(X,x) with universal framing ϕ̂ : V̂x →
ÔRB(X,x),(V,ϕ) ⊗C Cr.

(1) There exists a pro-T(0)-MS-algebra structure on ÔRB(X,x),(V,ϕ) and a pro-ÔRB(X,x),(V,ϕ)-
AVMS structure on V̂ that is compatible with V and such that the framing ϕ̂ : V̂x →
ÔRB(X,x),(V,ϕ) ⊗T(0) M is a morphism of pro-ÔRB(X,x),(V,ϕ)-MS-modules.

(2) For a fixed C-AVMS structure on V , the pair (ÔRB(X,x),(V,ϕ), (V̂ , ϕ̂)) is uniquely
determined by the following universal property. For any artinian local T(0)-MS-
algebra A and any A-AVMS U which is equipped with a framing ψ : Ux → A⊗T(0)M

which restricts to (V, ϕ) mod mA, there is a unique morphism ÔRB(X,x),(V,ϕ) → A of
local pro-T(0)-MS-algebras such that (A, (U,ψ)) is isomorphic to A⊗(ÔRB(X,x),(V,ϕ), (V̂ , ϕ̂)).

(3) These structures are functorial. For any morphism f : (Y, y) → (X,x) of con-
nected algebraic spaces respecting basepoints, the induced pullback morphism f∗ :
RB(X,x) → RB(Y, y) induces a morphism ÔRB(Y,y),(f∗V,f∗ϕ) → ÔRB(X,x),(V,ϕ) of
pro-T(0)-MS-algebras. In the same way, these structures are compatible with the
direct sum and tensor product morphisms.

On the other hand, the Hodge/twistor structures onMB(X) are more intrinsic because
they do not depend on the choice of basepoint. The functoriality properties are better
understood in terms of the framed space, and the representability of the diagonal in part
(3) of the next theorem allows us to pass from the framed to the unframed space and vice
versa.

Theorem 4.3. Let X be a connected algebraic space, and V ∈ MB(X)(C) underlying a
C-AVMS. Then for any miniversal family (ÔMB(X),V , V̂ ) of MB(X) at V , the following
are true:

(1) There exists a pro-T(0)-MS-algebra structure on ÔMB(X),V and a pro-ÔMB(X),V -
AVMS structure on V̂ that is compatible with V .

(2) For a fixed C-AVMS structure on V , the pro-T(0)-MS-algebra structure on ÔMB(X),V

is uniquely determined (up to isomorphism) by the existence of a pro-ÔMB(X),V -
AVMS structure on V̂ compatible with V . If V is a simple local system, the pro-
ÔMB(X),V -AVMS structure on V̂ is unique as well (up to isomorphism).

(3) The diagonal ∆ :MB(X) → MB(X) ×MB(X) is representable by mixed struc-
tures in the following sense. Suppose Λ is a pro-T(0)-MS-algebra and U1, U2 two
Λ-AVMSs. Let f0 : T(0) ⊗Λ U1 → T(0) ⊗Λ U2 be an isomorphism of C-AVMS.
Form the fibered 2-product

Spec Ô SpecO SpecΛ

MB(X) MB(X)×MB(X)

□
∆

and let Ô be the completion of O at the point f0. Then Ô admits a unique structure
of pro-Λ-MS-algebra such that the induced isomorphism f̂ : Ô ⊗Λ U1 → Ô⊗Λ U2 is
a morphism of pro-Ô-AVMS.

Finally, if X is normal and V underlies a complex variation of pure structures, then the
maximal ideal of ÔMB(X),V is W−1ÔMB(X),V .
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The Hodge cases of Theorem 4.3 and Theorem 4.2 were proven for X smooth projec-
tive and V a complex variation of Hodge structures in [46], and part (1) of Theorem 4.3
has been addressed in the quasiprojective case in [78, 77]. The twistor case has been in-
vestigated by Simpson in the compact case [109], and some partial results given in the
case of a quasiprojective curve [111, 107]. In all of these cases, the approach is by the
Goldman–Millson description of the deformation ring [52]. Our approach is instead by
elementary deformation theory, relying on the results of Saito/Sabbah and Mochizuki to
equip various ext groups with functorial Hodge/twistor structures, which allows us to
handle Hodge/twistor structures on the deformation ring and the universal family simul-
taneously.

Remark 4.4. The Goldman–Millson approach can be carried out as in [46] without mod-
ification for the substacks of MB(X) where we fix the conjugacy class of the local mon-
odromies. These are in some sense pure non-abelian Hodge substructures; their defor-
mation theory is governed by the intersection cohomology, so in particular pure, and the
harmonic theory carries through.

Remark 4.5. The category of complex mixed Hodge structures is equivalent to the cate-
gory of Gm-equivariant mixed twistor structures. While this perspective might streamline
some of our constructions and proofs, for simplicity of exposition we prefer to understand
mixed Hodge structures in terms of the classical description.

4.1. The Betti stack. Let X be a connected algebraic space. We denote byMB(X) the
algebraic stack of local systems on Xan. We can think of its points over an affine scheme
SpecA as the groupoid of local systems of finite-rank free A-modules on Xan, which we
just refer to as free A-local systems on X. It is the disjoint union of the stacksMB(X, r)
of rank r free local systems. Concretely, after choosing a basepoint x ∈ X(C), we may
identify MB(X, r) := [GLr\RB(X,x, r)], where RB(X,x, r) := Hom(π1(X

an, x),GLr) is
the affine scheme whose A-points are homomorphisms π1(Xan, x) → GLr(A) and where
GLr acts by conjugation. We can also think of an A-point of RB(X,x, r) as a free A-local
system V on Xan equipped with a framing at x—an isomorphism Vx

∼=−→ Ar. The algebraic
stackMB(X) is naturally defined over Z but we usually consider it over Q.

The stack MB(X) admits a quasiprojective good moduli space MB(X) in the sense
of [2] (or GIT [90]). This in particular means there is an affine scheme MB(X) and
a morphism cX : MB(X) → MB(X) which is surjective on C-points and universally
closed (see [118, Tag 0513]) in the Zariski topology (see Section 5.1 for more discussion
on the Zariski topology for stacks). We may construct it as follows. After choosing a
basepoint x, observe that RB(X,x, r) = SpecH0(RB(X,x, r),ORB(X,x,r)) is affine. Then
MB(X, r) = Spec(H0(RB(X,x, r),ORB(X,x,r))

GLr) is the spectrum of the invariant ring
and the C-points of MB(X) are naturally identified with isomorphism classes of semisimple
complex local systems [115, Proposition 6.1]. Denote by MB(X, r)(C)ss ⊂ MB(X, r)(C)
the set of rank r semisimple local systems, which is easily seen to be Q-constructible.
We call the restriction pX : MB(X)(C)ss → MB(X)(C) and the resulting constructible
retraction ssX = p−1

X ◦ cX :MB(X)(C)→MB(X)(C) the semi-simplification.

Lemma 4.6. For any (Zariski/euclidean) closed Σ ⊂MB(X)(C), ssX(Σ) ⊂ Σ.

Proof. The proof is standard: for a representation V , taking a filtration with semisimple
subquotients Vi and choosing a splitting V =

⊕
i≥0 Vi as complex vector spaces, conjuga-

tion by the operator
⊕

i≥0 t
i limits to the semisimplification as t→ 0. □

For any morphism f : X → Y of algebraic spaces there is a representable Q-morphism
of algebraic stacks f∗ :MB(Y )→MB(X) given by pull-back, which is in fact the disjoint

https://stacks.math.columbia.edu/tag/0513
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union of the quotients of the natural pull-backs f∗ : RB(Y, y, r) → RB(X,x, r) of framed
local systems.
Remark 4.7. More generally, observe that for any finitely generated group Γ, there is
a representation stack MB(Γ) with affine good moduli space MB(Γ). Moreover, these
structures are functorial with respect to Γ.

It will be useful throughout to restrict to curves, so we introduce the following:
Definition 4.8. Let X be a connected normal algebraic space. A Lefschetz curve is
a locally closed immersion i : C → X of a connected smooth affine curve such that
i∗ : π1(C, c) → π1(X,x) is surjective (for compatibly chosen basepoints) and for some
projective resolution π : X ′ → X for X ′ = X̄ ′ \D with (X̄ ′, D′) a log smooth projective
variety, there is a factorization i′ : C → X ′ of i through π such that the closure of i′(C) in
X̄ ′ meets every irreducible component of the regular locus of D′.
Lemma 4.9. For any connected normal algebraic space X a Lefschetz curve i : C → X
exists.
Proof. Since X is normal, π1(X ′, x′) → π1(X,x) is surjective for π : X ′ → X as in the
definition, so it suffices to take X = X̄ \ D for (X̄,D) a log smooth projective variety,
which is given by [53, §II.5.1]. □

Remark 4.10. Recall that a local system V on a connected normal algebraic space X has
quasiunipotent local monodromy if for some (hence any) projective resolution π : X ′ → X
by X ′ = X̄ ′\D for (X̄ ′, D′) a log smooth projective variety, the local monodromy of π∗V is
quasiunipotent. It follows that for any Lefschetz curve i : C → X, i∗V has quasiunipotent
local monodromy if and only if V does.
4.2. Mixed twistor/Hodge structures and their variations: definitions. In this
section we recall the definitions of complex mixed Hodge structures (C-MHSs), mixed
twistor structures (C-MTSs), admissible complex variations of mixed Hodge structures
(C-VMHSs), and admissible complex variations of mixed twistor structures (C-VMTSs).
The main references are Deligne [35] and for example [46] (and the references therein) in
the Hodge case, and [110, 86] in the twistor case.

4.2.1. Over a point: Hodge case.
Definition 4.11. Let k ∈ Z. A complex pure Hodge structure (C-HS) of weight k is
a triple (V, F •, F ′•) where V is a finite-dimensional C-vector space and F •, F ′• are k-
opposed decreasing filtrations. Recall that this means that grpF grqF ′ V = 0 if p + q ̸= k,
and implies that there is a splitting V =

⊕
p+q=k V

p,q such that F p =
⊕

i≥p V
i,k−i and

F ′q =
⊕

i≥q V
k−i,i given by V p,q = F p ∩ F ′q. We often refer to the C-HS by just V .

Morphisms of C-HS are filtered morphisms. A polarization of V is a hermitian form h
on V such that the splitting V =

⊕
p+q=w V

p,q is orthogonal and
⊕

p+q=k(−1)ph|V p,q is
positive definite.

Note that any C-HS is polarizable.
Definition 4.12. A complex mixed Hodge structure (C-MHS) is a quadruple (V,W•, F

•, F ′•)
where V is a finite-dimensional C-vector space, W• is an increasing filtration (called the
weight filtration), and F •, F ′• are decreasing filtrations, such that (grWk V, F • grWk V, F ′• grWk V )

is a weight k C-HS for all k. Equivalently, we ask that grpF grqF ′ grWk V = 0 if p+ q ̸= k.
Morphisms of C-MHS are morphisms compatible with all three filtrations. A graded

polarization h• is a polarization hk on the graded object grWk V for each k.
Note that any C-MHS is graded-polarizable. Morphisms of C-MHS are automatically

strict for each filtration, and so the category of C-MHS is abelian.
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4.2.2. Over a point: twistor case.

Definition 4.13. A complex mixed twistor structure (C-MTS) is a pair (V,W•) where V
is a locally free coherent OP1-module on P1 and W• is an increasing locally split filtration
(called the weight filtration) by OP1-submodules such that for each k, grWk V ∼= OP1(k)nk

for some nk. A C-MTS is pure of weight k if grWj V = 0 for all j ̸= k. A morphism of
C-MTS is a filtered morphism of OP1-modules.

Morphisms of mixed twistor structure are automatically strict with respect to the weight
filtration.

4.2.3. Splittings of C-MTS. Deligne [35] shows the existence of functorial splittings of
either (W•, F

•) or (W•, F
′•) in the category of C-MHS. We do the same for C-MTS.

It is first useful to have the following version of the Rees construction, which is the
twistor version of [95]. Let L be the total space of the line bundle OP1(1) on P1 with the
scaling action by Gm, 0L ⊂ L the zero section, and π : L→ P1 the projection. There is a
natural equivalence of categories between coherent sheaves V on P1 and Gm-equivariant
coherent sheaves V on L\0L given by pullback along the quotient L\0L → P1 by the Gm-
action. There is moreover an equivalence of categories between filtered Gm-equivariant
coherent sheaves (V,W•) on L \ 0L and Gm-equivariant coherent sheaves V̄ on L with no
embedded points along the zero section. In the forward direction, we associate to a filtered
equivariant sheaf (V,W•) (corresponding to a filtered sheaf (V,W•) on P1) the equivariant
sheaf on L generated by π∗Wk(−k0L), or equivalently generated by the sections of Wk

with torus weights ≥ k. Note that V̄ |0L is canonically isomorphic to
⊕

k π
∗ grWk V (−k),

and π∗ grWk (−k) has pure torus weight −k. An equivariant sheaf V̄ on L has a natural
filtration W̄k by sections of torus weight ≥ −k, and we associate the restriction to L \ 0L.
We have therefore proven the following:

Lemma 4.14. There is a natural equivalence of categories as above between the category
of complex mixed twistor structures and the category of Gm-equivariant locally free sheaves
on L whose restriction to 0L is trivial.

As a consequence, we obtain a version of the Deligne splitting.

Lemma 4.15. Fix a point λ ∈ P1. Then every mixed twistor structure admits a functo-
rial splitting of its weight filtration in restriction to P1 \ {λ}. The splitting is moreover
compatible with tensor products and duals.

Proof. Let s ⊂ L be a section of OP1(1) vanishing at λ. To any mixed twistor structure
(V,W•), consider the corresponding Gm-equivariant sheaf V̄ on L. Observe that since V̄|0L
is trivial, the same is true for V̄|s. Indeed, this is true in the pure case, since it is true
for line bundles on P1, and so V̄|s is an iterated extension of trivial vector bundles, hence
trivial. It further follows that the filtration restricted to s is by trivial subbundles. If 0x
is the zero of s (which maps to λ), then the fiber of V̄ at 0x has a canonical grading which
splits the weight filtration. Since V̄|s ∼= H0(V̄|s)⊗Os and the filtration is induced by the
filtration on H0(V̄|s), the claim follows. Note that the splitting only depends on λ and not
s, since there is a unique s vanishing at λ up to scale, and the splitting is functorial and
compatible with tensor products and duals. □

In the case of C-MHS (that is, the Gm-equivariant C-MTS case), we obtain the two
Deligne splittings by taking sections vanishing at the two torus fixed points, since the
fibers there are canonically grF grW and grF ′ grW .
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4.2.4. Over a base: Hodge case.

Definition 4.16. Let X be a complex manifold. A graded polarizable complex variation
of mixed Hodge structures (C-VMHS) on X is a quadruple (V,W•, F

•, F ′•) where
• V is a complex local system;
• W• is a flat increasing filtration of V (called the weight filtration);
• F • is a locally split decreasing filtration of OX⊗CX

V such that ∇F p ⊂ F p−1⊗ΩX
for each p, where ∇ is the natural flat connection;
• F ′• is a locally split decreasing filtration of ŌX⊗CX

V such that ∇̄F ′p ⊂ F ′p−1⊗Ω̄X
for each p, where ∇̄ is the natural flat connection;
• There exists a flat hermitian form hk on each grWk V such that for each x ∈ X,
(Vx, (W•)x, (h•)x, F

•
x , F

′•
x ) is a graded polarized C-MHS.

A C-VMHS for which grWk V = 0 for all but one k is a polarizable complex variation of
pure Hodge structures (C-VHS). A morphism of C-VMHS is a morphism of local systems
which is compatible with all three filtrations.

For background on the definitions of (pre)-admissibility, see [119, 63].

Definition 4.17. Let (V,W•, F
•, F ′•) be a C-VMHS on the punctured disk ∆∗. Assume

V has unipotent monodromy. We say (V,W•, F
•, F ′•) is pre-admissible if:

• F • (resp. F ′•) extends to a filtration of the Deligne extension V (resp. V̄) of
(OX⊗CX

V,∇) (resp. (ŌX⊗CX
V, ∇̄)) such that each grpF grWk V (resp. grpF ′ grW̄k V̄)

is locally free.
• There exists a relative monodromy-weight filtration.

Definition 4.18. Let (X̄,D) be a log smooth compact manifold with X = X̄ \ D. An
admissible graded polarizable complex variation of mixed Hodge structures (C-AVMHS)
on X is a C-VMHS (V,W•, F

•, F ′•) such that
• V has quasiunipotent local monodromy.
• For any map f : (∆, 0) → (X̄,D) such that f∗V has unipotent local monodromy,
f∗(V,W•, F

•, F ′•) is pre-admissible.

4.2.5. Over a base: twistor case.

Example 4.19. Let X be a complex manifold. Let V = (V, h,∇) be a tame harmonic
bundle on X with underlying C∞ bundle V and ∇ = ∇h + θ + θ∗ (see Section 7.3 for
background). Let AX := C∞

X ⊠OP1 be the sheaf of C∞ functions on XP1 = X × P1 which
are holomorphic in the P1 direction. Let V := V⊠OP1 , which is naturally an AX -module on
XP1 . Then, choosing generating sections x, y of OP1(1) vanishing at 0 and ∞ respectively,
there is a natural x∂XP1/P1 + y∂̄XP1/P1-connection D : V → V ⊗ ΩXP1/P1(1) given by
D = xD′ + yD′′ where D′ = ∇1,0

h + θ∗ and D′′ = ∇0,1
h + θ which satisfies the integrability

condition 0 = D2 = x2D′2 + xy(D′D′′ + D′′D′) + y2D′′2. The resulting (V ,D) is the
variation of pure twistor structures (C-VTS) of weight 0 associated to the tame harmonic
bundle V. If the harmonic bundle is tame and purely imaginary, the harmonic metric
is unique up to flat automorphism, and such an automorphism induces an isomorphism
of the associated C-VTS. Thus, any semisimple complex local system underlies a C-VTS
which is unique up to isomorphism.

Definition 4.20. Let X be a complex manifold. A graded polarized variation of mixed
twistor structures (C-VMTS) on X is a triple (V ,W•V ,D) where

• V is a AX -module on XP1 ;
• D : V → V ⊗ΩXP1/P1(1) is an integrable x∂XP1/P1 +y∂̄XP1/P1-connection as above;



THE LINEAR SHAFAREVICH CONJECTURE FOR QUASIPROJECTIVE VARIETIES 25

• W•V is a D-flat increasing filtration of V (called the weight filtration);
• There exists a harmonic hermitian metric hk on each grWk V such that (grWk V , grWk D)

is the C-VTS of weight k associated to a tame purely imaginary harmonic bundle
by shifting by OP1(k) (see Section 7.3).

A morphism of C-VMTS is a morphism of AX -modules which is compatible with the
filtration and the operator D .

Remark 4.21. Mochizuki [86] develops the theory quite generally, but we will only con-
sider tame purely imaginary variations of mixed twistor structure. In fact, only the results
of this section in the quasiunipotent local monodromy case will be used.

The admissibility conditions are more complicated in the twistor case, so we make the
following definition without fully explaining what twistor D-modules are. See [86] for
details.

Definition 4.22. Let (X̄,D) be a log smooth projective variety with X = X̄ \ D. A
C-AVMTS on X is a mixed twistor D-module on X̄ whose restriction to X underlies a
tame purely imaginary graded polarized variation of mixed twistor structures as above.

4.3. Ext groups over a point. We employ Notation 4.1, so most results are stated for
“mixed structures”. For notational simplicity we denote “HomC-MS” and “HomDb(C-MS)” by
“HomMS”, and “ExtiC-MS” by “ExtiMS”

Lemma 4.23 (Beilinson [11, Cor. 1.10]+ϵ). Let M and N be two C-MS. Then ExtiMS(M,N) =
0 for i > 1. Thus, for any object E of Db(C-MS), there is a noncanonical isomorphism
E ∼=

⊕
i H

i(E)[−i].

Proof. The result of Beilinson is in the case of R-MHSs, and since the functor V 7→ V ⊕ V̄
is an exact functor to the category of R-MHS, so we obtain the result for C-MHSs.

In the twistor case, morphisms of mixed twistor structure are strict with respect to the
weight filtration, soW0 is an exact functor. ClearlyH0(P1,W0Hom(M,N)) = HomMTS(M,N),
and the claim follows. □

As usual, the splitting is not canonical, but there is a canonical filtration which is
noncanonically split.

Corollary 4.24. For any object M of Db(C-MS), there is a canonical short exact sequence

0→ Ext1MS(T(0),H i−1(M))→ HomMS(T(0),M [i])→ HomMS(T(0),H i(M))→ 0.

In fact, the proof of [11] shows that, for any object M of Db(C-MHS) (thought of as a
complex), there is a natural identification

RHomMHS(T(0),M) = [F 0W0M ⊕ F ′0W0M
ι−ι′−−→W0M ]

where ι : F 0W0M → W0M and ι′ : F ′0W0M → W0M are the inclusions, since the
functors F 0W0, F

′0W0,W0 are exact by strictness of the morphisms in (C-MHS). Putting
this together with the proof of Lemma 4.23 in the twistor case, we obtain:

Corollary 4.25.
(1) For any C-MHS M , we have a natural identification

Ext1MHS(T(0),M) ∼=W0M/F 0W0M + F ′0W0M.

(2) For any C-MTS M , we have a natural identification

Ext1MTS(T(0),M) ∼= H1(P1,W0M).
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We can think of how an element α ∈ Ext1MS(M,N) acts on an extension

0→ N → E →M → 0

in the two cases as follows. In the Hodge case we represent α by f ∈W0Hom(M,N) and
twist F ′• by the endomorphism 1 + f of E. In the twistor case, we may represent α by a
Čech 1-cocyle f valued in W0Hom(M,N), and twist the gluing map for the filtered bundle
E by 1 + f . The result is a mixed twistor structure by the twistor version of [46, Lemma
1.6] using Lemma 4.14.

4.4. The results of Saito, Sabbah and Mochizuki. In this section we review the re-
sults of Saito, Simpson, Sabbah, and Mochizuki putting functorial mixed Hodge/twistor
structures on the cohomology groups of admissible variations of mixed Hodge/twistor struc-
tures.

4.4.1. Hodge case. Cohomology groups of C-AVMS are equipped with functorial C-MSs
by using Saito’s theory of mixed Hodge modules in the Hodge case and Mochizuki’s theory
of mixed twistor modules in the twistor case. The latter is developed in the case of
complex coefficients, so we may quote the necessary results. In the former case, most of
the results in the literature are stated in the case of Q or R coefficients, so we take some
time to precisely define the required notions for complex coefficients. For background, see
[99, 100], and specifically [101] for the case of real coefficients. The extension to complex
coefficients is discussed in [40, §3.2].

For any algebraic spaceX, there is a category MHM(X,R) of algebraic real mixed Hodge
modules. The algebraicity condition means they extend to an algebraic compacification.
For smooth X, the category of pure Hodge modules HM(X,R) is a subcategory of the cat-
egory MF(X,R) of filtered regular holonomic D-modules with real structure (M,F •, α, V ),
where (M,F •) is a filtered regular holonomic D-module, V a R-perverse sheaf on X, and
α : DR(M) → CX ⊗RX

V an isomorphism in Db(CX) between the De Rham complex of
M and CX ⊗RX

V . The category of mixed Hodge modules is then a subcategory of the
category MFW(X,R) of filtered objects (M,W•) in MF(X,R).

Again for smooth X, the subcategory of smooth objects in MHM(X,R) (namely those
for which V is a shifted local system) is equivalent to the category of admissible graded
polarizable real variations of mixed Hodge structures on X [101]. For arbitrary X, we can
still make sense of the category MFW(X,R) locally using an embedding in an ambient
smooth variety and gluing, or globally for projective X using a projective embedding, and
this is how MHM(X,R) is defined. Note that the category MFW(X,C) can be naturally
defined as well, although in this case the complex perverse sheaf is redundant.

The derived category DbMHM(X,R) admits a faithful exact functor

coeff : DbMHM(X,R)→ Db
c(RX)

to the derived category of constructible RX -modules by extracting the underlying R-
perverse sheaf. The restriction to MHM(X,R) is faithful and exact. For algebraic maps
f : X → Y , the categories DbMHM(X,R) admit natural exact functors f∗, f∗, f!, f !,DX ,⊗
which are compatible with the corresponding functors on Db(RXan) via coeff.

As in [40, §3.2], we make the following definition.

Definition 4.26. LetX be an algebraic space. An algebraic complex mixed Hodge module
is a direct factor of an algebraic real mixed Hodge module in MFW(X,C). A morphism of
algebraic complex mixed Hodge modules f :M → N is a morphism in MFW(X,C) which
arises from restriction to direct factors of a morphism of algebraic real mixed Hodge mod-
ules. We denote the category of algebraic complex mixed Hodge modules by MHM(X,C),
and the derived category by DbMHM(X,C).
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We have the following version of the six functor formalism.

Theorem 4.27 (Saito [99, 100]). Let X be an algebraic space.
(1) There is a natural faithful exact functor

coeff : DbMHM(X,C)→ Db
c(CX)

by passing to the underlying perverse sheaf.
(2) There are natural functors f∗, f∗, f!, f !,DX ,⊗ (the first four associated to any al-

gebraic map f : X → Y ) lifting the corresponding functors on Db(CX). The pair
(f∗, f∗) is adjoint, and f ! = DXf∗DX , f! = DXf∗DX .

(3) For smooth X, the category of smooth objects of MHM(X,C) is equivalent to the
category of C-AVMHS.

Proof. The functors are defined on the level of filtered D-modules and compatible with
taking direct summands, hence follow from the case of real coefficients. □

4.4.2. Twistor case. We denote by MTMtpi(X,C) the full subcategory of the category
of mixed twistor D-modules consisting of tame purely imaginary algebraic mixed twistor
D-modules. The algebraicity condition means the twistor D-module extends to X̄.

Theorem 4.28 (Sabbah [98], Mochizuki [83, 84, 86]). Let X be an algebraic space.
(1) For each λ ∈ Gm there are natural exact specialization functors

DbMTMtpi(X,C) DbHol(X)

Db
c(CX)

spDR
λ

spBλ

by scaling the λ-connection to the derived category of regular holonomic D-modules
and the derived category of constructible sheaves, where the right functor is the
Riemann–Hilbert functor.

(2) For λ = 1, spB1 is faithful, and there are natural functors f∗, f
∗, f!, f

!,DX ,⊗
(the first four associated to any algebraic map f : X → Y ) commuting with
the corresponding functors on Db(CX) via spB1 . The pair (f∗, f∗) is adjoint, and
f ! = DXf∗DX , f! = DXf∗DX .

4.4.3. Consequences. We now deduce some consequences in both the Hodge and twistor
case. By a “mixed module” we mean either an algebraic complex mixed Hodge module or
a tame purely imaginary algebraic mixed twistor D-module. We denote the category of
mixed modules by MM(X,C) and the derived category by DbMM(X,C). We make the
following definition (see also [8]):

Definition 4.29. For a connected algebraic space X, we define a C-AVMS to be a smooth
object of DbMM(X,C) whose image under coeff in the Hodge case (or the specialization
at λ = 1 in the twistor case) is supported in degree 0 (with respect to the standard
t-structure)—that is, an object whose image under coeff is a local system in degree 0.

We abusively denote “HomDb MM(X,C)” by “HomMM”. Note however that if X is not
smooth, smooth objects of DbMM(X,C) will not generally be elements of MM(X,C),
even up to shifts. We also denote by (CX -Mod) the category of constructible CX -modules
and we likewise denote “HomDb

c(CX)” by “HomCX
”. Note that if LS(X,C) is the category

of complex local systems, then the natural functor LS(X,C)→ (CX -Mod) is fully faithful
with extension closed image.
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Lemma 4.30. Let X be an algebraic space and M,N two C-AVMSs on X (supported in
the same degree).

(1) The groups ExtiCX
(M,N) carry functorial C-MSs.

(2) There is a natural short exact sequence

0→ Ext1MS(T(0),HomCX
(M,N))→ HomMM(M,N [1])

→ HomMS(T(0),Ext1CX
(M,N))→ 0

Corollary 4.31 (cf. [30, Lemma 4.3]). For X,M,N as above, an extension of local systems

0→ N → E →M → 0

can be lifted to a distinguished triangle of smooth objects in DbMM(X,C) if and only if
the extension class in Ext1CX

(M,N) is a Tate class. In this case, the set of isomorphism
classes of such lifts is a torsor under Ext1MS(T(0),HomCX

(M,N)), which acts naturally on
the filtrations F •, F ′• in the underlying C-AVMS via the identification of Corollary 4.25.

Proof of Lemma 4.30. (1) follows from Theorem 4.27, since for M,N smooth we have
ExtiCX

(M,N) ∼= H i(X,Hom(M,N)).
For (2), let ptX : X → SpecC be the map to a point. Because M and N are smooth

we may naturally identify

HomMM(M,N [1]) ∼= HomMM(pt∗XT(0),Hom(M,N)[1])

and thus assume M = pt∗XT(0). There is an adjunction morphism pt∗XptX∗ → 1 in
DbMM(X,C). Thus, we have a natural identification

HomMM(pt∗XT(0), N [1]) ∼= HomMS(T(0),ptX∗N [1]).

Since H iptX∗N = H i(X,N), by Lemma 4.23, there is a natural short exact sequence

0→ HomMS(T(0), H0(X,N)[1])→ HomMS(T(0),ptX∗N [1])

→ HomMS(T(0), H1(X,N))→ 0

which yields the claim. □

4.5. Recollections from deformation theory. We briefly recall some elements of de-
formation theory as in [118, Tag 06G7]. In practice, one can often get by with the more
classical deformation functor of isomorphism classes, but the entire category of deforma-
tions (which is naturally fibered in groupoids over the category of artinian affine schemes)
is more natural.

Let Λ be a complete local noetherian C-algebra with residue field C. Let (Art/Λ) be
the category of local artinian Λ-algebras. We identify (Art/Λ)op with the category of
artinian local Λ-schemes. A deformation category is a category cofibered in groupoids
D → (Art/Λ) (meaning Dop → (Art/Λ)op is fibered in groupoids) for which D(C) is
equivalent to a point and such that the Rim–Schlessinger gluing condition holds: for any
morphisms A1 → A and A2 → A in (Art/Λ) with A1 → A surjective, the natural functor
D(A1 ×A A2) → D(A1) ×D(A) D(A2) is an equivalence of categories4. The condition in
particular implies the set of isomorphism classes in D(C⊕Cϵ) (where ϵ2 = 0 and mΛ kills ϵ)
has the structure of a C-vector space, called the tangent space tD. It also implies that there
is a C-vector space aD (the infinitesimal automorphisms) which is identified with the group
of automorphisms of any object in D(C⊕ Cϵ). We assume both to be finite-dimensional.

4The fiber product is a fiber product of groupoids, so the objects are pairs (x1, x2) of objects in D(A1)
and D(A2) with a choice of isomorphism of the pullbacks to A.

https://stacks.math.columbia.edu/tag/06G7
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For any A ∈ (Art/Λ), we define (Art/Λ)A to be the category of A′ ∈ (Art/Λ) equipped
with a morphism A′ → A. For x ∈ D(A), we define Dx to be the category cofibered in
groupoids over the category (Art/Λ)A whose objects are morphisms x′ → x in D lying
over A′ → A in (Art/Λ)A and whose morphisms are morphisms of D commuting with the
map to x. For A′ ∈ (Art/Λ)A the groupoid Dx(A′) is then the category of lifts of x to A′.

For a complete noetherian local Λ-algebra (B,mB) with residue field C, a formal point
x̂ ∈ D(B) := limD(B/mn

B) consists of an assignment to each n of objects xn of D lying
over B/mn+1

B and morphisms xn+1 → xn lying over B/mm+2
B → B/mn+1

B . The formal
point x̂ is versal if for any solid diagram in D

xn B/mn+1
B

lying above

xm y′ y B/mm+1
B A′ A

where A′ → A is surjective, there exists an m ≥ n and the dashed arrows making the
diagram commute, where the vertical arrows are the canonical ones. The formal object x̂ is
miniversal if in addition the natural map on Λ-tangent spaces tB/Λ → tD is an isomorphism,
where tB/Λ := DerΛ(B,C) ∼= (mB/m

2
B +mΛB)∨.

Let X be an algebraic stack over C (which we think of as a category fibered in groupoids
over the category (Aff/C) of affine C-schemes). For any A ∈ (Art/C) and any A-point
x ∈ X (A), we define Xx to be the category fibered in groupoids over the category (Art/C)opA
whose objects are morphisms x→ x′ in X lying over SpecA→ SpecA′ in (Art/C)opA and
whose morphisms are morphisms of X commuting with the map from x. The groupoid
Xx(A′) is then the category of lifts of x to A′, and if x0 ∈ X (C), (Xx0)op is a deformation
category.

We pause to make these notions more concrete for X =MB(X). We use the following
terminology.

Definition 4.32. Let A be a C-algebra and X a topological space homeomorphic to a
finite CW-complex. By a (free) A-local system on X we mean a local system of finitely
generated (free) A-modules on X.

4.5.1. An object V of MB(X) lying over Spec(A) ∈ (Aff/C) is a free A-local system on
X, and a morphism V → V ′ in the category MB(X) lying over a morphism Spec(A) →
Spec(A′) in AffC consists of a free A-local system V (resp. a free A′-local system V ′) and
a morphism V ′ → V of A′-local systems which is an isomorphism upon tensoring with A
(we say it is an isomorphism over A).

4.5.2. For V0 ∈MB(X)(C), the categoryMB(X)V0 is the category of free A-local systems
V for A ∈ (Art/C) equipped with a morphism V → V0 of A-local systems which is an
isomorphism over C. Morphisms inMB(X)V0 are morphisms (of the V factor) inMB(X)
commuting with the structure map to V0.

4.5.3. More generally, for A ∈ Art/C and a free A-local system V , MB(X)V is the
category whose objects are pairs (A′ → A, V ′ → V ) where A′ → A is in (Art/C)A, V ′

is a free A′-local system, and V ′ → V is a morphism of A′-local systems which is an
isomorphism over A. Morphisms inMB(X)V are morphisms inMB(X) (of the V ′ factor)
commuting with the structure map to V . Note that if A′ → A is surjective with ideal J ,
then V ′ → V is an isomorphism over A if and only if it is surjective with kernel is JV ′.
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4.5.4. For a complete noetherian ring Ô, a formal point of MB(X) over Ô arises from
an ordinary Ô-point, namely a free Ô-local system V . Then V is versal if the morphism
Spec Ô →MB(X) is formally smooth, meaning that for any:

• surjection A′ → A of artinian C-algebras;
• C-algebra homomorphism Ô → A;
• free A-local system U with a morphism V → U of Ô-local systems which is an

isomorphism over A;
• free A′-local system U ′ with a morphism U ′ → U of A′-local systems which is an

isomorphism over A;
there is a lift Ô → A′ of Ô → A and a lift V → U ′ of V → U which is an isomorphism
over A′.

In particular, for any A ∈ Art/C, any free A-local system U , and any isomorphism
V/mOV → U/mAU , there is a C-algebra homomorphism Ô → A and a morphism V → U

of Ô-local systems which is an isomorphism over A and equal to V/mOV → U/mAU over
C. If V is miniversal then the map Ô → A is uniquely determined to first order.

Returning to the general setup, we now briefly describe Schlessinger’s construction of
a miniversal formal point of D. A canonical first order object y1 is constructed over
O1 = C ⊕ t∨D (with the trivial Λ-algebra structure), using the gluing condition. Let S =
Λ[[t∨D]] = ΛC ⊗ Sym∗ t∨D be the formal power series ring over Λ (over a basis of t∨D) and let
S → O1 be the canonical quotient which is the identity on Λ-tangent spaces. Suppose we
have inductively constructed a quotient S → On as well as an object yn in D(On) lifting
y1. Let I be the ideal of On in S, and form the maximal small extension of On which is
an isomorphism on tangent spaces, explicitly given by

(4.5.1) 0→ I/mSI → S/mSI → On → 0.

Then (by the gluing condition again) there is a smallest ideal I ′ with mSI ⊂ I ′ ⊂ I such
that yn lifts to S/I ′, and we take yn+1 to be any such lift and On+1 = S/I ′.

Theorem 4.33 (Schlessinger [102], see also [118, Tag 06IX]). The formal point ŷ = lim yn
over Ô = limOn is miniversal for D.

4.6. Pro-Hodge/twistor structures and their variations. In this section we collect
some straightforward definitions that will be needed for the sequel.

Definition 4.34.
(1) By a pro-C-MS we mean a pro-object of the category of C-MS.
(2) By a pro-T(0)-MS-algebra we mean a T(0)-algebra object in the category of pro-

C-MS. Likewise, for any pro-T(0)-MS-algebra Λ, by a pro-Λ-MS-algebra we mean
a pro-T(0)-MS-algebra A equipped with a morphism Λ → A of pro-T(0)-MS-
algebras.

(3) We say a pro-T(0)-MS-algebra is (complete/noetherian/artinian/local) if the un-
derlying C-algebra is.

(4) An ideal I of a pro-T(0)-MS-algebra is a C-MS-ideal if it is a sub-pro-C-MS.
(5) For Λ a pro-T(0)-MS-algebra, we define a pro-Λ-MS-module as a pro-Λ-module

object in the category of C-MS.

In practice, all of the pro-T(0)-MS-algebras we will consider will be complete noetherian
local rings Λ, where each Λ/mk

Λ is equipped with a T(0)-MS-algebra structure such that the
quotient maps Λ/mk+1

Λ → Λ/mk
Λ are morphisms of C-MS. These algebras are particularly

well-behaved if mΛ =W−1Λ. If Λ is local complete noetherian and mΛ =W−1Λ, then each
grWk Λ is finite-dimensional and W0Λ = Λ.

https://stacks.math.columbia.edu/tag/06IX
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Lemma 4.35. Let A → B be a morphism of pro-T(0)-MTS-algebras. Then A → B is
locally trivial over P1 as a morphism of sheaves of algebras.

Proof. It suffices to prove that artinian T(0)-MTS-algebras Λ are functorially trivializable
on any (fixed) affine open subset of P1, and this is what we’ll show. First, observe that
grW Λ is trivial, since R =

⊕
kH

0(grWk Λ(−k)) has a natural graded ring structure and
we can identify grW Λ =

⊕
k Rk ⊗C OP1(k) as sheaves of algebras. Now, for any λ ∈ P1,

Λ|P1\λ has a splitting of the weight filtration compatible with the algebra structure thanks
to Lemma 4.15, hence isomorphic to grW Λ|P1\λ as a sheaf of algebras, and in particular
trivial. □

Lemma 4.36. Let Λ be a local complete noetherian pro-T(0)-MS-algebra with mΛ =W−1Λ.
Then the nilradical and minimal prime ideals are C-MS-ideals.

Proof. We first treat the Hodge case. First, by Deligne [35] there is a functorial splitting
of (W•, F

•) for any C-MHS, and likewise for (W•, F
′•). Observe that for a C-MHS V and

a subspace U ⊂ V , for U to be a sub-C-MHS it suffices to show it is strict with respect to
each splitting. By functoriality, the splittings for Λ/mk

Λ are compatible with the algebra
structure and the quotient maps, so in particular any element x ∈ Λ can be written as
x =

∑
xp,q.

Now, take nonzero x, y ∈ Λ with splittings x =
∑
xp,q with respect to (W•, F

•), and
likewise for y. Since mΛ = W−1Λ, there is a nonzero term xp0,q0 with (p0 + q0, p0) lexi-
cographically maximal. If xy = 0, then it follows by induction that a power of xp0+q0,p0
annihilates each component of y. This first shows that if x is nilpotent, each component
of x is nilpotent. Second, for any minimal prime p, if y is contained in the intersection of
all other minimal primes and not in p while x ∈ p, then xy is nilpotent, and it follows that
each component of x is contained in p. This completes the proof.

For the twistor case, by the same proof the nilradical and minimal prime ideals are
graded with respect to the splittings of Lemma 4.15 on two open sets P1 \ λ,P1 \ λ′. Since
the sheaf of algebras is Zariski locally trivial, each yields a subsheaf of ideals which is strictly
compatible with the weight filtration. Moreover, each such ideal I maps isomorphically
to an ideal of the corresponding type (either the nilradical or a minimal prime) of grW Λ.
The nilradical and minimal primes of the ring R from the proof of Lemma 4.35 are graded,
so the corresponding ideals of grW Λ are twistor ideals, and this completes the proof. □

Definition 4.37. Let X a connected algebraic space and Λ a pro-T(0)-MS-algebra whose
underlying algebra is a complete noetherian local C-algebra. By a pro-Λ-AVMS on X we
mean a pro-object of the category of C-AVMS on X of the form V = limVk where

(1) V has an underlying Λ-local system,
(2) each Vk := V/mk+1

Λ V has the structure of a C-AVMS for which the natural map
Vk+1 → Vk is a morphism of C-AVMS and for which Λ/mk+1

Λ ⊂ End(Vk) is a
sub-C-MS.

We say a pro-Λ-AVMS is (free/miniversal) if the underlying Λ-local system is.

4.7. Hodge/twistor enhancements of deformation categories. Let Λ be a complete
local noetherian C-algebra with residue field C and let D be a deformation category over
(Art/Λ). An obstruction theory for D consists of a complex vector space oD and an
assignment, to each small extension J → A′ → A in (Art/Λ)5 and x ∈ D(A), of an
element obsA/A′(x) ∈ J⊗oD which detects obstructions in the sense that obsA/A′(x) = 0 if
and only if x lifts to A′ and which is functorial in the sense that for any morphism of small

5Meaning that A′ → A is a surjective morphism in (Art/Λ) whose kernel J is annihilated by mA′ .
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extensions J1 → A′
1 → A1 to J2 → A′

2 → A2 and an element x1 ∈ D(A1) we have that
obsA2/A′

2
(x2) is the image of obsA1/A′

1
(x1) under the natural map J1 ⊗C oD → J2 ⊗C oD,

where x2 is the push-forward of x1. See for example [48, Definition 6.1.21] for details.
Assume now Λ is further equipped with a T(0)-MS-algebra structure and let (MS-Art/Λ)

be the category of artinian local Λ-MS-algebras. Denote by | − | : (MS-Art/Λ)→ (Art/Λ)
the forgetful functor in the Hodge case, or the fiber at 1 ∈ P1 in the twistor case, and
likewise for Λ-MS-modules.

Let A be an object of (MS-Art/Λ). Then A = T(0)⊕mA as C-MS, and the projection
A→ mA induces a natural group homomorphism Ext1MS(mA, J)→ Ext1MS(A, J). It follows
that via the natural group homomorphism Ext1MS(t

∨
A/Λ, J) → Ext1MS(mA, J), the group

Ext1MS(t
∨
A/Λ, J) acts on the set of extensions of A by J as C-MS.

Lemma 4.38. For any small extension J → A′ → A in (MS-Art/Λ), the group Ext1MS(t
∨
A/Λ, J)

acts transitively on the set of small extensions J → B → A in (MS-Art/Λ) whose under-
lying small extension in (Art/Λ) is |J | → |A′| → |A|, up to isomorphisms of the diagram
which are the identity on J,A.

Proof. We have a commutative diagram with exact rows

0 J mA′ mA 0

0 J J +m2
A′ +mΛA

′ m2
A +mΛA 0

where the bottom row is the pullback extension. The bottom middle term is the image of
J ⊕ (mA⊗AmA)⊕mΛA under the natural maps associated to the Λ-algebra structure, and
therefore has a fixed C-MS. Moreover, the map from J ⊕ (mA ⊗A mA)⊕mΛA determines
the Λ-algebra structure. Thus, the twist by an element of Ext1MS(mA, J) is compatible
with the Λ-algebra structure if and only if the image in Ext1MS(m

2
A + mΛA, J) is trivial,

which is the case if and only if it is in the image of the group Ext1MS(t
∨
A/Λ, J). □

Proposition 4.39. Let A be an object of (MS-Art/Λ) with Λ-tangent space tA/Λ. Let
S be a pro-Λ-MS-algebra with |S| ∼= Ŝym

∗
|Λ||t∨A/Λ| admitting a quotient map q : S → A

of pro-Λ-MS-algebras. Then for any small extension J → A′ → A in (MS-Art/Λ) with
t∨A′/Λ

∼=−→ t∨A/Λ, there is a possibly different pro-Λ-MS-algebra structure S′ on |S| and a
quotient map q′ : S′ → A′ of pro-Λ-MS-algebras lifting |q|.
Corollary 4.40. Any object A of (MS-Art/Λ) is a pro-Λ-MS-algebra quotient of a pro-Λ-
MS-algebra S with |S| ∼= Ŝym

∗
|Λ||t∨A/Λ|.

Proof of Proposition 4.39. We first discuss pro-Λ-MHS-algebra structures on smooth Λ-
algebras in the Hodge case. Let t∨ be a C-MHS and consider S0 = Ŝym

∗
|Λ||t∨|. Given a

lift V ⊂ mS0 , by lifting either Deligne splitting of t∨ we uniquely obtain a bigraded Λ-
algebra structure on S0 (using the corresponding bigrading on Λ). Suppose V, V ′ are two
lifts; by lifting the Deligne splitting of (W•t

∨, F •t∨) (resp. (W•t
∨, F ′•t∨)), we therefore

obtain filtrations (W•S0, F
•S0) (resp. W ′

•S0, F
′•S0), giving S0 the structure of a bifiltered

Λ-algebra, where Λ is given the filtrations (W•Λ, F
•Λ) (resp. (W•Λ, F

′•Λ)).

Claim. We have W•V
′ = W ′

•V
′ if and only if W•S0 = W ′

•S0 and (W•S0, F
•S0, F

′•S0)
give S0 the structure of a pro-Λ-MHS-algebra.

Proof. The reverse implication is clear. Consider the isomorphism f : V → V ′ given as
the composition V

∼=−→ t∨
∼=←− V ′, which maps W•V to W ′

•V
′. There is a unique derivation
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δ ∈ DerΛ(S0,m
2
S0
)∧ such that 1+δ agrees with f on V . The resulting algebra automorphism

eδ : S0 → S0 clearly maps W•S0 to W ′
•S0. Since eδ is trivial on grm0

S0, it is nilpotent
in each S0/m

k
0, so eδ preserves W•S0 iff δ ∈ W0DerΛ(S0,m

2
S0
)∧ iff f ∈ W0Hom(V, V ′)

(equipping V ′ with W•V
′) iff W•V

′ = W ′
•V

′. Since the filtrations (W•, F
•, F ′•) induce

C-MHSs on grm0
S0 and are compatible with the algebra structure, it follows by [46, Lemma

1.6] that they give S0 the structure of a pro-Λ-MHS-algebra. □

We now handle the twistor case of the above claim, which is largely the same. Let t∨ be a
C-MTS, choose λ, λ′ ∈ P1\λ0, and set U (′) = P1\λ(′). For lifts V (′) ⊂ mS0 of |t∨|, we obtain
gradings on S0⊗OU(′) (and filtrations W•,W

′
•) such that eδ : S0⊗OU∩U ′ → S0⊗OU∩U ′ as

in the previous proof maps W•S0⊗OU∩U ′ to W•S0⊗OU∩U ′ . If we have W•(V
′⊗OU∩U ′) =

W ′
•V

′ ⊗ OU∩U ′ , then gluing the two filtrations produces a pro-Λ-MTS-algebra structure
lifting S0 by the twistor version of [46, Lemma 1.6] using Lemma 4.14.

We now prove the proposition. Let I be the ideal of A. Any lift q′0 : |S| → |A′| of |q|
yields a map |I| → |J | which is independent of the choice of lift. Since a lift can be chosen
to be compatible with either Deligne splitting, it follows that I → J is a morphism of pro-
C-MS. It therefore follows that the ideal I ′ of |A′| in |S| can be lifted to a pro-C-MS-ideal,
and the quotient A′′ = S/I ′ equips |A′| with a pro-Λ-MS-algebra structure which is a small
extension of A by J . By Lemma 4.38, the pro-Λ-MS-algebra structures A′′ and A′ differ by
an element of Ext1MS(t

∨
A/Λ, J). Concretely, up to automorphisms, we can take this to mean

in the Hodge case (resp. the twistor case) that there is an element f ∈ W0Hom(t∨A/Λ, J)

(resp. a 1-cocycle) such that A′′ and A′ differ by the twist by id+f as described after
Corollary 4.25. Any such f can be lifted to an element f̃ ∈ W0Hom(t∨A/Λ, I)

∧ (resp. a
1-cocycle), and any lift V ′ as above can be modified by id+f̃ . The claim (and its twistor
version) then shows there is a pro-Λ-MS-algebra structure S′ on |S| for which q′ : S′ → A′

is a morphism of pro-Λ-MS-algebras and which lifts q. □

Definition 4.41. Let D be a deformation category over (Art/Λ) equipped with an ob-
struction theory (with obstruction space oD). A MS-enhancement consists of:

(1) The structure of a T(0)-MS-algebra on Λ.
(2) A deformation category DMS over (MS-Art/Λ), meaning a category cofibered in

groupoids over the category (MS-Art/Λ) for which DMS(T(0)) is equivalent to a
point and such that the natural analog of the Rim–Schlessinger condition holds.

(3) A commutative diagram of functors

(4.7.1)
DMS D

(MS-Art/Λ) (Art/|Λ|)

|−|

|−|

where the vertical functors are the structural ones and the bottom functor is the
forgetful functor.

(4) An object M of Db(C-MS) together with isomorphisms H 1(M) ∼= tD, H 2(M) ∼=
oD.

satisfying conditions (5) and (6) below:
(5) The universal first order object in D(C⊕ t∨D) lifts to an object in DMS(T(0)⊕ t∨D).
(6) For J → A′ → A a small extension in (MS-Art/Λ) together with an object

x ∈ DMS(A), there is an obstruction obsMS
A/A′(x) ∈ HomMS(T(0), J ⊗T(0) M [2]),

functorial with respect to morphisms of small extensions as above, such that:
(a) obsMS

A/A′(x) = 0 if and only if x lifts to an object x′ ∈ DMHS(A′).
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(b) In the natural short exact sequence

0→ Ext1MS(T(0), J ⊗T(0) tD)→ HomMS(T(0), J ⊗T(0) M [2])(4.7.2)
→ HomMS(T(0), J ⊗T(0) oD)→ 0,

the class obsMS
A/A′(x) maps to obs|A|/|A′|(|x|), via the inclusion HomMS(T(0), J⊗T(0)

oD)→ J ⊗T(0) oD.
(c) The class obsMS

A/A′(x) is equivariant with respect to the natural action of
Ext1MS(T(0), J ⊗T(0) tA/Λ) on the small extension J → A′ → A (by changing
the C-MS on A′) and on the space HomMS(T(0), J⊗T(0)M [2]) (via the natural
map induced by the map on tangent spaces tA/Λ → tD).

We say the enhancement is precise if it furthermore satisfies:
(7) There is an isomorphism H 0(M) ∼= aD.
(8) Suppose given J → A′ → A a small extension in (MS-Art/Λ) and x ∈ DMHS(A)

admitting a lift to DMS(A′). Then the set of isomorphism classes of the category of
lifts DMS

x (A′) admits a transitive action by HomMS(T(0), J⊗T(0)M [1]), functorially
in J . The natural functor

DMS
x (A′)→ Dx(|A′|)

on isomorphism classes is equivariant with respect to the two natural actions via
the second map in the exact sequence

0→ Ext1MS(T(0), J ⊗T(0) aD)→ HomMS(T(0), J ⊗T(0) M [1])

→ HomMS(T(0), J ⊗T(0) tD)→ 0

and the inclusion HomMS(T(0), J ⊗T(0) tD)→ J ⊗T(0) tD.
(9) In the context of (8), the automorphisms of an object x′ ∈ DMS

x (A′) are identified
with HomMS(T(0), J ⊗T(0) aD) (functorially in J), and the natural map from the
automorphisms of x′ to the automorphisms of |x′| ∈ D|x|(|A′|) is identified with
the natural map HomMS(T(0), J ⊗T(0) aD)→ J ⊗T(0) aD.

We typically refer to the MS-enhancement simply by DMS → D. The following lemma
follows immediately from the definitions and Lemma 4.38.

Lemma 4.42. Let DMS → D be a MS-enhancement. Let (A, x) be an element of DMS,
J → A′ → A a small extension in (MS-Art/Λ), and (|A′|, y) a lift of (|A|, |x|) in D. Then:

(1) The set of isomorphism classes of lifts of |J | → |A′| → |A| to a small extension of
A by J which admits a lift of (A, x), if nonempty, is a torsor for

ker
(
Ext1MS(T(0), J ⊗T(0) tA/Λ)→ Ext1MS(T(0), J ⊗T(0) tD)

)
.

In particular, if tA/Λ
∼=−→ tD, then there is at most one such lift.

If in addition DMS → D is precise, then:
(2) The set of isomorphism classes of common lifts of (A, x) and (|A′|, y) to A′, if

nonempty, admits a transitive action by the inverse image of the stabilizer of y in
HomMS(T(0), J ⊗T(0) tD) in HomMS(T(0), J ⊗T(0)M [1]). In particular, if aD = 0,
then there is at most one such lift.

Proposition 4.43. Let D be a deformation category over (Art/Λ) equipped with an ob-
struction theory and a MS-enhancement DMS → D. Then:
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(1) Any miniversal point (Ô, ŷ) of D lifts to (ÔMS, x̂) in DMS. The lift ÔMS is uniquely
determined up to isomorphism.

(2) If the enhancement is precise and aD = 0, then DMS is equivalent to the category
(MS-Art/ÔMS). In particular, there is a family (ÔMS, x̂MS) in DMS such that
any object (A, x) of DMS is pulled back from (ÔMS, x̂MS) via a unique morphism
ÔMS → A of pro-Λ-MS-algebras.

Proof. We begin with part (1). The uniqueness statement of (1) follows immediately
from Lemma 4.42, so we need only show such a lift (ÔMS, x̂) exists. We prove that the
miniversal element from Schlessinger’s construction described in the previous section lifts
to each order. By condition (5) the first order object lifts, and we may take any such
lift. Assume inductively there is a lift (OMS

n , xn) of the pair (On, yn) constructed in the
nth step of the proof of Theorem 4.33. Assume also that we have equipped Ŝym

∗
|Λ||t∨A/Λ|

with the structure of a pro-Λ-MS-algebra S and that we have a quotient S → OMS
n of

pro-Λ-MS-algebras.
The resulting maximal small extension A → OMS

n with ideal J0 from (4.5.1) is a small
extension of Λ-MS-algebras, so the obstruction obsOn/|A|(yn) ∈ J0⊗T(0) oD is a Tate class,
which we interpret as a morphism J∨

0 → oD of C-MS. The image N of this map yields
a sub-C-MS N∨ ⊂ J0, and we define B = A/N∨. Let J = J0/N

∨ be the ideal of OMS
n

in B. The resulting obstruction in D vanishes, so by (4.7.2) the class obsMS
OMS

n /B(xn) is
an element of Ext1MS(T(0), J ⊗T(0) tD). Since the map on tangent spaces tOMS

n /Λ → tD
is an isomorphism, it follows that after changing the mixed structure on B (as a small
extension in (MS-Art/Λ) without changing the underlying algebra structure) by an element
of Ext1MS(T(0), J ⊗T(0) tOMS

n /Λ), the obstruction vanishes and there is a lift xn+1 of xn.
We let OMS

n+1 be B with this new mixed structure and choose any such lift xn+1, as we may
take any lift of yn to On+1 in Schlessinger’s construction. Finally, we must show that the
pro-Λ-MS-algebra structure on S can be changed to S′ so that the quotient S′ → OMS

n+1 is
a morphism of pro-Λ-MS-algebras, and this is Proposition 4.39.

We turn now to the proof of part (2). It suffices to show that for a small extension
J → A′ → A in (MS-Art/Λ) and an object (A′, x′) lifting (A, x) for which x is pulled
back via f : ÔMS → A from x̂MS, there is a unique lift f ′ : ÔMS → A′ by which x′

is pulled back. The uniqueness follows from the representability of D. Moreover, since
HomMS(T(0), J ⊗T(0) tD) acts simply transitively on the lifts of (A, x) to A′, it is enough
to construct a morphism ÔMS → A′.

Let S be a smooth pro-Λ-MS-algebra with a quotient S → ÔMS of pro-Λ-MS-algebras
that is an isomorphism on tangent spaces. We have the solid diagram with exact rows

0 I S A 0

0 J A′ A 0

h g

The lift g exists forgetting the mixed structures, as therefore does the left vertical map
h. Note that h is independent of the choice of g. In particular, since g can be chosen to
be compatible with either splitting, it follows that I → J is a morphism of pro-MS-ideals.
Taking the quotient of S by the kernel, we obtain a morphism S → A′′ for some choice
A′′ of Λ-MS-algebra structure on |A′|. Moreover, since S → A factors through a finite
level quotient ÔMS

n → A, and since obs|A|/|A′|(x) = 0, it follows as in the usual proof of
Schlessinger’s theorem (see [118, Tag 06IX]) by considering S → A′ ×A ÔMS

n that there is
a morphism ÔMS

n+1 → A′′ lifting it. In particular, there is a lift f ′′ : ÔMS → A′′ of f .

https://stacks.math.columbia.edu/tag/06IX


36 B. BAKKER, Y. BRUNEBARBE, AND J. TSIMERMAN

The Λ-MS-algebra structure on A′ differs from that of A′′ by twisting by an element
ξ ∈ Ext1MS(t

∨
A/Λ, J). Let E be the image of tA/Λ → tÔMS/Λ and consider the short exact

sequence
0→ E → tÔMS/Λ → E′ → 0

which leads to the exact sequence

HomMS(E
′∨, J)→ Ext1MS(E

∨, J)→ Ext1MS(t
∨
ÔMS/Λ

, J).

Since both A′ and A′′ admit lifts of x, it follows that the image of ξ in Ext1MS(t
∨
ÔMS/Λ

, J) van-

ishes. Thus, the image in Ext1MS(E
∨, J) may be lifted to c ∈ HomMS(E

′∨, J). In the Hodge
case (the twistor case is similar), let c̃ be a lift of c to F 0W0Hom(t∨ÔMS/Λ

, J) and c̃′ a lift

to F ′0W0Hom(t∨ÔMS/Λ
, J). We can then think of ξ as a lift b ∈W0Hom(t∨A/Λ, J)/F

0W0 +

F ′0W0 of c̃ − c̃′ ∈ W0Hom(E′∨, J)/F 0W0 + F ′0W0. It follows that by modifying the lift
to |f ′′|+ c : |ÔMS| → |A′′|, we obtain the required morphism ÔMS → A′. Indeed, |f ′′|+ c
respects the weight filtration and F •, while

(|f ′′|+ c)F ′•ÔMS = (|f ′′|+ c̃′)(1+ c̃− c̃′)F ′•ÔMS = (1+ b)(|f ′′|+ c̃′)F ′•A′′ = (1+ b)F ′•A′′.

□

4.8. Deformation theory of local systems. Let X be a topological space homeomor-
phic to a finite CW complex and (CX -Mod) be the abelian category of contructible CX -
modules on X. The deformation theory of the Betti stackMB(X) is well-known; we first
briefly summarize the straightforward approach in terms of group cocycles.

Remark 4.44. Given a rank r local system V0 ∈ MB(X)(C) with monodromy represen-
tation ρV0,x : π1 := π1(X,x) → GL(V0,x) for a choice of basepoint x ∈ X and a small
extension J → A′ → A of artinian C-algebras, a deformation V of V0 over A will have
monodromy representation ρV,x : π1 → GL(Vx). Identifying Vx ∼= A ⊗ V0,x, we write
ρV,x = (1 + f)ρV0,x for f ∈ HomSets(π1,mA ⊗ End(V0,x)). Then choosing an arbitrary lift
f ′ ∈ mA′ ⊗ End(V0,x), we have

(1 + f ′(γ1γ2))ρV0,x(γ1γ2) = (1 + f ′(γ1))ρV0,x(γ1)(1 + f ′(γ2))ρV0,x(γ2) + o(γ1, γ2)

for a 2-cocycle o with values in J ⊗ End(V0,x), and the corresponding element of J ⊗
H2(π1,End(V0,x)) is the obstruction for lifting both V and ρV,x to A′-points ofMB(X) and
RB(X,x, r). Note that since we have a natural injectionH2(π1,End(V0,x))→ Ext2CX

(V0, V0),
we may equally well use the image of o as an obstruction.

The first order deformations of V0 (resp. ρV0,x) are naturally identified withH1(π1,End(V0,x)) =

Ext1CX
(V0, V0) (resp. the group 1-cocycles Z1(π1,End(V0,x)) = H1((X,x), End(V0))). The

first order obstruction map is also easily computed to be the self-commutator

[ , ] : H1(π1,End(V0,x))→ H2(π1,End(V0,x)).

We will instead need a treatment of the deformation theory from which the existence
of Hodge enhancements will easily follow in the next section. Essentially this means we
need to construct the obstruction classes functorially in terms of functors that lift to the
category of mixed Hodge/twistor modules.

Let J → A′ → A be a small extension of artinian local C-algebras. Let V be a free
A-local system and set V0 = V/mAV . By tensoring the sequence of A-modules

0→ J → mA′ → mA → 0

with V , we obtain an exact sequence of A-local systems

(4.8.1) 0→ J ⊗C V0 → mA′ ⊗A V → mA ⊗A V → 0.



THE LINEAR SHAFAREVICH CONJECTURE FOR QUASIPROJECTIVE VARIETIES 37

By tensoring the sequence of A-modules

0→ mA → A→ C→ 0

we also have an exact sequence of A-local systems

(4.8.2) 0→ mA ⊗A V → V
π−→ V0 → 0

and therefore an exact sequence of C-vector spaces
(4.8.3)

0 HomCX
(V0, J ⊗C V0) HomCX

(V, J ⊗C V0) HomCX
(mA ⊗A V, J ⊗C V0)

Ext1CX
(V0, J ⊗C V0) Ext1CX

(V, J ⊗C V0) Ext1CX
(mA ⊗A V, J ⊗C V0)

Ext2CX
(V0, J ⊗C V0).

π∗
0

∂1 π∗
1

∂2

Let ηV,A/A′ ∈ Ext1CX
(mA ⊗A V, J ⊗C V0) be the class of the extension (4.8.1).

Lemma 4.45. The category of commutative diagrams of C-local systems with exact rows
and columns

0 0

0 J ⊗C V0 mA′ ⊗A V mA ⊗A V 0

0 J ⊗C V0 V ′ V 0.

V0 V0

0 0

µ

α β

π

where all maps but α, β, µ are the canonical ones and whose morphisms are morphisms of
diagrams of C-local systems which are the identity on all but the V ′ factor is equivalent to
the category of lifts MB(X)V (A

′).

Proof. Given such a diagram, β induces a morphism mA′ ⊗C V
′ → mA′ ⊗A V , whose

composition with the morphism mA′ ⊗A V
µ−→ V ′ defines the structure of a A′-local system

on V ′ for which V ′ → V is a surjective morphism of A′-local systems with kernel JV ′.
Thus, V ′ is a free A′-local system, and the adjoint A ⊗A′ V ′ → V is an isomorphism. A
morphism of diagrams in the above sense is clearly equivalent to a morphism of A′-local
systems which commutes with the projection to V , and any free A′-local system V ′ with
an isomorphism A⊗A′ V ′ → V comes from such a diagram. □

Corollary 4.46.
(1) V can be lifted to A′ if and only if ∂2ηV,A/A′ = 0 ∈ J ⊗C Ext2CX

(V0, V0).
(2) The group J ⊗C Ext1CX

(V0, V0) acts transitively on the set of isomorphism classes
of MB(X)V (A

′), provided it is nonempty.
(3) TV0MB(X) is naturally identified with Ext1CX

(V0, V0).
(4) The automorphisms of V ′ → V in MB(X)V (A

′) are given by id+ασπ for σ ∈
J ⊗C HomCX

(V0, V0).

Proof. By Lemma 4.45 and the long exact sequence (4.8.3). □



38 B. BAKKER, Y. BRUNEBARBE, AND J. TSIMERMAN

We now give a slightly more flexible version of Lemma 4.45. Consider the natural
two-term complex

N = [
−1

mA′ ⊗A V →
0
V ]

where the map is induced by the composition mA′ → mA → A. We have a natural diagram
whose rows and columns are distinguished triangles

V V

J ⊗C V0[1] N V0 J ⊗C V0[2]

J ⊗C V0[1] mA′ ⊗A V [1] mA ⊗A V [1] J ⊗C V0[2].

V [1] V [1]

Lemma 4.47. There is a lift V ′ → V if and only if N splits, and isomorphism classes in
MB(X)V (A

′) are naturally identified with splittings.

Proof. A lift gives a splitting via the diagram

mA′ ⊗A V V

V ′ V

and isomorphic lifts give the same splitting (as a morphism in the derived category).
A splitting N → J ⊗C V0[1] gives a lift by taking cones, from the diagram

J ⊗C V0 J ⊗C V0

mA′ ⊗A V V ′ V0 mA′ ⊗A V [1]

mA′ ⊗A V V N mA′ ⊗A V [1].

J ⊗C V0[1] J ⊗C V0[1]

While the cone V ′ is not unique, another choice of cone fits into an isomorphic diagram (via
an isomorphism of diagrams which is the identity at every other node), and therefore gives
a well-defined isomorphism class of lift. These two maps are easily seen to be mutually
inverse. □

We now treat the absolute and relative deformation theory of some related stacks, in-
cluding the framed moduli space, the pullback morphism, and the fixed local monodromy
leaves, as this will give us the desired functoriality properties of the Hodge/twistor struc-
tures.
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4.8.1. Pullback. For a continuous map f : X → Y of topological space (with the above
finiteness assumptions), consider the pullback f∗ :MB(Y )→MB(X). Let V0 ∈MB(Y )(C)
and let (Λ, Û) be a Λ-local system forMB(X) with closed point f∗V0. Let D be the cate-
gory cofibered in groupoids over (Art/Λ) whose objects over a local artinian Λ-algebra A
are pairs (V, b) where V ∈MB(Y )(A) and b : Û → f∗V is a morphism of Λ-local systems
which is an isomorphism over A. A morphism (V1, b1) → (V2, b2) lying over a morphism
α : A1 → A2 of (Art/Λ) consists of a morphism g : V1 → V2 of A1-local systems which is
an isomorphism over A2 and which form a commutative diagrams

(4.8.4)
A1 ⊗Λ Û f∗V1

A2 ⊗Λ Û f∗V2.

b1

α⊗id f∗g

b2

Then D(V0,b0) is a deformation category over (Art/Λ), where b0 : Û → f∗V0 is induced
by the chosen identification. The family (Λ, Û) yields a morphism SpecΛ → MB(X),
and D(V0,b0) is easily seen to be the deformation category associated to the fiber 2-product
SpecΛ×MB(X)MB(Y ) at the point (V0, b0). In particular, since f∗ :MB(Y )→MB(X)

is representable, D(V0,b0) will be equivalent to Spec Ô for a complete Λ-algebra Ô. If (Λ, Û)

is miniversal, the morphism Spec Ô →MB(Y ) will only be versal in general.
The relative deformation theory will be governed by the natural exact triangle

CY → Rf∗CX →MX/Y → CY [1].

As before, the splitting of f∗N gives a morphism N → Rf∗f
∗(J ⊗C V0)[1] and a commu-

tative diagram

J ⊗C V0[1] N V0 J ⊗C V0[2]

J ⊗C V0[1] Rf∗f
∗(J ⊗C V0)[1] J ⊗C MX/Y ⊗C V0[1] J ⊗C V0[2].

Lemma 4.48.
(1) The resulting element of HomCX

(V0, J ⊗C MX/Y ⊗C V0[1]) is uniquely determined
and vanishes if and only if there is a relative lift V ′ → V , Û → f∗V ′.

(2) The group J ⊗C HomCX
(V0,MX/Y ⊗C V0) acts simply transitively on the set of

isomorphism classes of such lifts D(V,b)(A
′), provided it is nonempty.

(3) The relative tangent space is HomCX
(V0,MX/Y ⊗C V0).

(4) There are no first order automorphisms.

Proof. For (1), the dashed arrow is uniquely determined up to HomCX
(J⊗CV0[2], Rf∗f

∗(J⊗C
V0)[1]) = 0, and if it vanishes there is a splitting N → J ⊗C V0[1] compatible with the
splitting of f∗N . Part (4) is clear from the definition. Since J⊗CHomCX

(V0, V0⊗CMX/Y )
acts transitively on the splittings of N compatible with that of f∗N , this together with
(4) yields (2) and therefore (3). □

4.8.2. Framing. Note that for X = pt we have MB(pt, r) = [GLr\pt] and the miniversal
family is the quotient morphism pt = RB(pt, pt, r)→MB(pt, r). For generalX, RB(X,x)
is the fibered 2-product of i∗ :MB(X)→MB(x) and RB(x, x)→MB(x) where i : {x} →
X is the inclusion, so the deformation theory of RB(X,x) can be thought of as the relative
deformation theory of i∗.
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4.8.3. The diagonal. Let Λ be a complete noetherian local ring, U1, U2 two free Λ-local
systems, and f0 : U1,0 → U2,0 an isomorphism over the closed points, Ui,0 := C⊗ΛUi. The
deformation category Df0 of the fibered 2-product of the resulting morphisms SpecΛ →
MB(X) at the point (U1,0, U2,0, f0) is the category cofibered in groupoids over (Art/Λ)
consisting of pairs (A, f) where A is a Λ-algebra and f : A ⊗Λ U1 → A ⊗Λ U2 is an
isomorphism of A-local systems, with the obvious notion of isomorphism.

Let J → A′ → A be a small extension in (Art/Λ) and (A, f) an object of Df0 . We have
a short exact sequence of A′-local systems

0→ Hom(U1,0, J ⊗C U2,0)→ HomA′(A′ ⊗Λ U1, A
′ ⊗Λ U2)

→ HomA(A⊗Λ U1, A⊗Λ U2)→ 0.(4.8.5)

Taking cohomology, there is an exact sequence

0→ HomCX
(U1,0, J ⊗C U2,0)→ HomA′

X
(A′ ⊗Λ U1, A

′ ⊗Λ U2)→ HomAX
(A⊗Λ U1, A⊗Λ U2)

∂−→ Ext1CX
(U1,0, J ⊗C U2,0)

Lemma 4.49.
(1) The element ∂f ∈ J ⊗C Ext1CX

(U1,0, J ⊗ U2,0) is an obstruction for lifting (A, f).
(2) The tangent space of Df0 is naturally identified with HomCX

(U1,0, U2,0).
(3) There are no infinitesimal automorphisms.

4.8.4. Fixed local monodromy. For simplicity, let (X̄,D) be a log smooth projective curve
with X = X̄ \D and j : X → X̄ the inclusion. Note that in this case, for a complex local
system W on X, the intermediate extension j!∗(W [1]) is just (j∗W )[1], and that Rj∗ is
perverse-exact. For each x̄ ∈ D take a small embedded punctured disk jx̄ : D∗ → X̄ whose
interior closure is a small disk neighborhood of x̄ and consider the representable morphism
of algebraic stacks

(4.8.6) ψD :=
∏
x̄∈D

j∗x̄ :MB(X)→
∏
x̄∈D
MB(D̂∗).

where by D̂∗ we mean the germ of D∗ around the origin. For V0 ∈ MB(X)(C) we define
the fiber of this morphism over the image of V0, namely FM(V0) := (ψD)

−1(ψDV0), to be
the fixed local monodromy leaf at V0. Here by j∗

DlocV0 we mean the locally closed substack
supported at V0. As the terminology suggests, this is the locally closed6 substack ofMB(X)
of local systems with the same local monodromy as V0 up to conjugation (separately for
each point of D). It does do not depend on the choice of the cover.

We now consider the relative deformation theory of the embedding FM(V0) ⊂MB(X).
Fix a miniversal local system (Λ, V̂ ) at V0 and let D be the full subcategory of (Art/Λ) of
A for which A ⊗Λ V̂ has fixed local monodromy. Let J → A′ → A be a small extension
of local artinian Λ-algebras and suppose V := A ⊗Λ V̂ has fixed local monodromy. Set
V ′ = A′⊗Λ V̂ . According to Remark 4.44, the obstruction at each point x̄ ∈ D is naturally
an element of the stalk J ⊗ (R1j∗Hom(V0, V0))x̄, but we want to interpret this obstruction
in terms of functors that lift to Hodge/twistor modules. Note first that we can interpret
this group as J ⊗H1(Z, ψx̄j!∗Hom(V0, V0)), where ψx̄ := ψqx̄ is the nearby cycles functor
for a choice of coordinate qx̄ at x̄ equipped with its natural C[T, T−1]-module structure
given by the local monodromy operator.

6Note: For every X, every C-point of MB(X) is locally closed: every orbit O in RB(X,x) is constructible
and irreducible, hence contains a point ρ which is in the interior of the closure Ō, and so the same is true
for every point of O.
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Since ψx̄j!∗ is exact on local systems, we have a short exact sequence

0→ ψx̄j!∗Hom(V0, V0)→ ψx̄j!∗Hom(V0,mA′ ⊗A V )→ ψx̄j!∗Hom(V0,mA ⊗A V )→ 0

of C[Z] = C[T, T−1]-modules, and because V has fixed local monodromy, this sequence is
exact after applying H i(Z,−). Thus there is a natural short exact sequence

0→ H1(Z, ψx̄j!∗Hom(V0, V0))→ H1(Z, ψx̄j!∗Hom(V0,mA′ ⊗A V ))

→ H1(Z, ψx̄j!∗Hom(V0,mA ⊗A V ))→ 0

Consider E′ ⊂ Hom(V0, V
′) the sub A′-local system of C-linear morphisms for which

the composition V0 → V ′ → V0 is a multiple of the identity. Define E similarly for V .
Then we have a commutative diagram with exact rows and columns:

0 0

J ⊗Hom(V0, V0) J ⊗Hom(V0, V0)

0 Hom(V0,mA′ ⊗A V ) E′ CX 0

0 Hom(V0,mA ⊗A V ) E CX 0

0 0

After applying ψx̄j!∗, the bottom row splits as an extension of C[T, T−1]-modules, so the
extension class of the middle row yields a class obsA/A′ ∈ J ⊗ H1(Z, ψx̄j!∗Hom(V0, V0)).
This class vanishes if and only if V ′ has fixed local monodromy, so we have proven:

Lemma 4.50.
(1) There are no relative automorphisms or deformations for FM(V0) ⊂MB(X).
(2) The class obsA/A′ ∈ J ⊗ H1(Z, ψx̄j!∗Hom(V0, V0)) is a relative obstruction for

FM(V0) ⊂MB(X).

Proof. The first part is clear since FM(V0) ⊂MB(X) is a substack, and the second part
is the above argument. □

We can interpret the obstruction naturally in terms of the intersection cohomology
IH1(Hom(V0, V0)) := H0pt∗j!∗(Hom(V0, V0)[1]) using the canonical short exact sequence
of perverse sheaves

0→ j!∗W [1]→ Rj∗W [1]→ i∗i
!j!∗(W [1])[1]→ 0.

Lemma 4.51. Let ix̄ : x̄→ X̄ be the inclusion. For any local system W on X the natural
morphism of functors ψx̄ → i!x̄ induces an isomorphism H1(Z, ψx̄j!∗W [1])→ i!x̄(j!∗W [1])[1].
In particular, there is a natural exact exact sequence

0→ IH1(X,Hom(V0, V0))→ H1(X,Hom(V0, V0))→ H1(Z, ψx̄j!∗HomCX
(V0, V0))

→ IH2(X,Hom(V0, V0))→ 0.

Moreover, if V0 underlies a pure C-VMS, then j!∗(Hom(V0, V0)[1]) = W1(Hom(V0, V0)[1])
is pure, as is IH1(X,Hom(V0, V0)) =W1H

1(X,Hom(V0, V0)).



42 B. BAKKER, Y. BRUNEBARBE, AND J. TSIMERMAN

Proof. The first part is standard from the description of perverse sheaves on the disk.
For the second part, the mixed module Hom(V0, V0)[1] has pure weight one, as does
j!∗(Hom(V0, V0)[1]), so i!j!∗(Hom(V0, V0)[1])[1] has weights ≥ 2, and proper push-forward
preserves weights. □

4.9. Hodge/twistor enhancements for local systems. LetX be a connected algebraic
space. Let DMS → (MS-Art/T(0)) be the category cofibered in groupoids whose objects
over A are free A-AVMSs V . A morphism V ′ → V lying over a morphism A′ → A in
(MS-Art/C) is a morphism V ′ → V of A′-AVMS which is an isomorphism over A. We
define DMS

V for V in DMS as before to be the category obtained by including the data of a
morphism to V .

Proposition 4.52. Suppose V0 ∈ MB(X)(C) underlies a C-AVMS which we fix. Then
DMS
V0
→ (MS-Art/T(0)) is part of a precise MS-enhancement of MB(X)opV0 → (Art/C)

with its standard obstruction theory.

Proof. We verify the conditions in Definition 4.41. The cofibered categoryDMS
V0
→ (MS-Art/T(0))

clearly satisfies condition (2) and in condition (3) we take (4.7.1) to be the obvious forgetful
diagram. Condition (1) is trivial (Λ = T(0)).

For (4), let ptX : X → SpecC be the map to a point. Taking M = ptX∗Hom(V0, V0) (as
in Lemma 4.30), we have natural isomorphisms H i(M) ∼= ExtiCX

(V0, V0), equipped with
their natural mixed structures.

For (5), the universal extension

(4.9.1) 0→ Ext1CX
(V0, V0)

∨ ⊗T(0) V0 → V1 → V0 → 0

can be lifted to the category of C-AVMS (with the fixed lift of V0) by Lemma 4.30 since
the classifying map is the identity Ext1CX

(V0, V0) → Ext1CX
(V0, V0) and in particular a

morphism of C-MS.
For (6), suppose (A, V ) is an element ofDMS

V0
(A), which comes equipped with a morphism

of V → V0 in DMS which becomes an isomorphism over C. Then (4.8.1) and (4.8.2) live
in the category of C-AVMS, so there is an exact sequence (all Homs are in DbMM(X,C))

(4.9.2)

0 Hom(V0, J ⊗T(0) V0) Hom(V, J ⊗T(0) V0) Hom(mA ⊗A V, J ⊗T(0) V0)

Hom(V0, J ⊗T(0) V0[1]) Hom(V, J ⊗T(0) V0[1]) Hom(mA ⊗A V, J ⊗T(0) V0[1])

Hom(V0, J ⊗T(0) V0[2]).

π∗
0

∂1 π∗
1

∂2

and the class of the extension (4.8.1) yields ηMS
V,A/A′ ∈ HomMM(mA ⊗A V, J ⊗T(0) V0[1]).

We take obsMS
A/A′(V ) = ∂2η

MS
V,A/A′ ∈ HomMM(V0, J ⊗T(0) V0[2]).
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Lemma 4.53. The category of commutative diagrams of smooth objects of DbMM(X,C)
with distinguished rows and columns

(4.9.3)

V0[−1] V0[−1]

J ⊗T(0) V0 mA′ ⊗A V mA ⊗A V J ⊗T(0) V0[1]

J ⊗T(0) V0 V ′ V J ⊗T(0) V0[1].

V0 V0

µ

α β

π

γ

where all morphisms but α, β, γ, µ are the canonical ones and whose morphisms are mor-
phisms of diagrams in DbMM(X,C) which are the identity on all but the V ′ factor is
equivalent to the category of lifts DMS

V (A′).

Proof. As in Lemma 4.45, using that an exact triangle of smooth objects in DbMM(X,C)
(supported in the same degree) has an underlying short exact sequence of local systems. □

From the definition, if obsMS
A/A′(V ) = 0, then there is a diagram (4.9.3), so V lifts, thus

giving condition (a). Condition (b) is clear. For condition (c), the composition

Ext1MS(T(0), J⊗T(0)tA) = HomMS(t
∨
A, J [1])→ HomMS(t

∨
D, J [1])→ HomMM(V0, J⊗T(0)V0[2])

can be thought of as precomposing (t∨A → J [1])⊗T(0) V0 with the composition

V0 → t∨D ⊗T(0) V0[1]→ t∨A ⊗T(0) V0[1]

where the first morphism is the universal extension. This composition is equal to the
composition

V0 → mA ⊗A V [1]→ t∨A ⊗T(0) V0[1]

where the first map is the one associated to mA → mA/m
2
A = t∨A. The obstruction

obsMS
A′/A(V ) can be thought of as the composition of V0[−1]→ mA ⊗A V and mA ⊗A V →

J ⊗T(0) V0[1]. A map t∨A → J [1] acts on the extension J → A′ → A and modifies the
corresponding map mA ⊗A V → J ⊗T(0) V0[1] by adding the composition mA ⊗A V →
t∨A ⊗T(0) V0 → J ⊗T(0) V0[1] while fixing V0[−1] → mA ⊗A V . The obstruction element is
then modified by adding the composition V0[−1]→ mA⊗AV → t∨A⊗T(0)V0 → J⊗T(0)V0[1],
so by the above (c) is proven.

The remaining conditions (7)-(9) are easily verified using Lemma 4.53 and (4.9.2) as in
Lemma 4.45. □

4.9.1. The diagonal. We continue the discussion from Section 4.8.3.
Let Λ be a pro-T(0)-MS-algebra, U1, U2 two pro-Λ-AVMS, and f0 : U1,0 → U2,0

an isomorphism of closed points as C-AVMS. We let DMS
f0

be the category cofibered in
groupoids over (MS-Art/Λ) consisting of pairs (A, f) where A is a pro-Λ-MS-algebra and
f : A⊗Λ U1 → A⊗Λ U2 an isomorphism of A-AVMS.

Proposition 4.54. DMS
f0
→ (MS-Art/Λ) is part of a precise MS-enhancement of D|f0| →

(Art/|Λ|).
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Proof. We take M = ptX∗Hom(U1,0, U2,0)[−1] and set t = H 1(M) = HomCX
(U1,0, U2,0),

o = H 2(M) = Ext1CX
(U1,0, U2,0). The first order element is given by the universal homo-

morphism
T(0)[t∨]⊗Λ U1 → T(0)[t∨]⊗Λ U2

where t∨ is square zero and T(0)[t∨] has the trivial Λ-algebra structure.
Suppose J → A′ → A is a small extension in (MS-Art/Λ) and (A, f) an object of

DMS
f0

. Then (4.8.5) is a short exact sequence of A′-AVMS, and as in (4.49) the element
∂f ∈ HomMM(U1,0, J ⊗T(0) U2,0[1]) obstructs the existence of a lift. Moreover, twisting
the mixed structure on A′ by an element of Ext1MS(T(0), J ⊗T(0) tA/Λ) will act in the
required way on the obstruction class. Finally, the set of lifts is clearly a torsor over
HomMS(T(0), J ⊗T(0) t). □

Proof of Theorem 4.3. Parts (1) and (2) follow from Proposition 4.52 and Proposition 4.43,
while Proposition 4.54 and Proposition 4.43 give part (3). The last statement follows since
if X is normal and V0 underlies a C-VHS then the Hodge structure on Ext1CX

(V0, V0) has
weights ≥ 1, for instance by the computation in Lemma 4.51 (after reducing to a curve by
Lefschetz). □

4.9.2. Pullback. We continue the discussion7 from Section 4.8.1.
Let f : X → Y be an algebraic map, f∗ : MB(Y ) → MB(X) the pullback, V0 ∈

MB(Y )(C) underlying a C-AVMS, and suppose Λ (resp. Û) is equipped with a pro-
T(0)-MS-algebra (resp. pro-Λ-AVMS) structure. Let DMS be the category cofibered in
groupoids over (MS-Art/Λ) whose objects over A are pairs (V, β) where V an A-AVMS
on Y and β : Û → f∗V a morphism of pro-Λ-AVMS which is an isomorphism over A. Let
β0 : Û → f∗V0 be the morphism coming from the chosen identification of closed points.
The notion of morphism in DMS is as before but now respecting the mixed structures.

Proposition 4.55. DMS
(V0,β0)

→ (MS-Art/Λ)op is part of a precise Hodge enhancement of
D → (Art/|Λ|)op.

Proof. We take M = ptX∗Hom(V0,MX/Y ⊗T(0) V0)[−1]. The discussion leading up to
Lemma 4.48 applies to DbMM(X,C) as well, in particular giving an obstruction element
in HomMS(T(0), J ⊗T(0) M [2]). The verification of most parts of the definition is as in
Proposition 4.52, except (5) and (6)(c).

For (5), let t := HomCX
(V0,MX/Y ⊗T(0)V0) = H 1(M) with its natural mixed structure.

The natural morphism V0 → t∨ ⊗T(0) MX/Y ⊗T(0) V0 yields by taking cones a lift of the
universal first order element:

t∨ ⊗T(0) V0 V1 V0 t∨ ⊗T(0) V0[1]

t∨ ⊗T(0) V0 t∨ ⊗T(0) Rf∗f
∗V0 t∨ ⊗T(0) MX/Y ⊗T(0) V0 t∨ ⊗T(0) V0[1].

For (6)(c), for a small extension J → A′ → A in (MS-Art/Λ) and an object (A, V ) of
DMS, unwrapping the definitions, the obstruction class is given by the morphism induced

7We will in fact only need the relative deformation theory of the pullback to a point. The deformation
theory of the framed space can be carried out directly as in the treatment of MB(X); Proposition 4.55
below will however show that the pullback morphism f∗ : MB(Y ) → MB(X) is representable by mixed
structures as in Theorem 4.3.
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on total complexes by

J ⊗T(0) V0 mA′ ⊗A V V

J ⊗T(0) V0 Rf∗(A
′ ⊗Λ Û) Rf∗(A⊗Λ Û)

where the bottom left map comes from the composition J ⊗T(0) V0 → Rf∗(J ⊗Λ Û) →
Rf∗(A

′ ⊗Λ Û) using the identification on closed points induced by the map Û → f∗V .
Twisting by an element t of Ext1MS(t

∨
A/Λ, J) we obtain a new small extension J → A′′ → A,

with the same underlying small extension of |Λ|-algebras. As in Lemma 4.38, the two
extensions are isomorphic on J + m2

A′ + mΛA
′ = J + m2

A′′ + mΛA
′′; the element t can be

thought of in the derived category as the map of complexes

J (mA′ ⊕mA mA′′) /(J +m2
A′ +mΛA

′)∆ =: B

J 0

i

where i is the inclusion j 7→ (−j, 0) = (0, j), and (J + m2
A′ + mΛA

′)∆ is the diagonal
embedding of J +m2

A +mΛA
′.

The difference of the obstruction classes obsMS
A/A′′(V ) − obsMS

A/A′(V ) is the element in
HomMM(V0, J ⊗T(0) MX/Y ⊗T(0) V0[1]) given by

J ⊗T(0) V0 (mA′ ⊕mA mA′′/(J +m2
A′ +mΛA

′)∆)⊗A V V/(m2
A +mΛA)V

J ⊗T(0) V0 Rf∗((A
′ ⊕A A′′)/(J +m2

A′ +mΛA
′)∆ ⊗Λ Û) Rf∗((A/m

2
A +mΛA)⊗Λ Û)

i

i

where i is the antidiagonal embedding as above and the vertical maps are the natural
ones. This is identified with the image of t in HomMM(V0, J ⊗T(0) MX/Y ⊗T(0) V0[1]),
which is the composition of the universal evaluation V0 → t ⊗MX/Y ⊗T(0) V0 with the
map J∨ → t[1] given by t tensored with MX/Y ⊗T(0) V0. Indeed, it is identified with the
following composition in the derived category

0 t∨A/Λ ⊗ V0 V1 V0

0 t∨ ⊗ V0 t∨ ⊗Rf∗Û t⊗T(0) MX/Y ⊗T(0) V0

J ⊗ V0 J ⊗Rf∗Û ⊕B ⊗ V0 B ⊗Rf∗Û t⊗T(0) MX/Y ⊗T(0) V0

J ⊗ V0 J ⊗Rf∗Û 0 J ⊗T(0) MX/Y ⊗T(0) V0

∼=

□

Proof of Theorem 4.2. Since the deformation theory of RB(X,x) is identified with the
relative deformation theory of the pullback to a point (see the discussion in Section 4.8.2),
Proposition 4.55 and Proposition 4.43 give (1) and (2), using that the universal property
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from Proposition 4.43(2) applies. The universal property immediately implies (3), since
pullbacks, direct sums, and tensor products of AVMSs are AVMSs. □

4.9.3. Fixed local monodromy. We continue the discussion of Section 4.8.4.
If V0 underlies a C-AVMS, then we may equip Λ (resp. V̂ ) with a pro-T(0)-MS-algebra

(resp. pro-Λ-AVMS) structure by Theorem 4.3. Let DMS be the full subcategory of
(MS-Art/Λ) (considered as a category cofibered in groupoids over (MS-Art/Λ)) whose
objects are A for which A⊗Λ V̂ has fixed local monodromy as a local system at each point
of D.

The following proposition demonstrates that showing a full sub-deformation category of
a deformation category admitting an enhancement itself admits an enhancement is much
easier—we must just verify the relative obstructions are Tate classes in a mixed structure.

Proposition 4.56. DMS → (MS-Art/Λ)op is part of a precise Hodge enhancement of
D → (Art/|Λ|)op.

Proof. As there are no infinitesimal automorphisms or deformations, we need only show
the relative obstruction class for a small extension J → A′ → A in (MS-Art/Λ) for which
A ⊗Λ U has fixed local monodromy is a Tate class of J ⊗ i!(j!∗Hom(V0, V0)[1]), which is
clear from the construction leading up to Lemma 4.50. □

4.9.4. Fixed residual eigenvalues. Continuing the setup of Section 4.8.4, consider instead
the map to the good moduli space

MB(X, r)→
∏
x̄∈D

MB(D̂∗, r) ∼=
∏
x̄∈D

SymrGm

where the isomorphism is by taking the characteristic polynomial. We call the fiber through
V0 ∈MB(X)(C) the fixed residual eigenvalues leaf FE(V0). If V0 underlies a C-AVMS and
we again equip Λ (resp. V̂ ) with a pro-T(0)-MS-algebra (resp. pro-Λ-AVMS) structure
by Theorem 4.3, then for each x̄ ∈ D, ψx̄V̂ is a pro-Λ-MS-module, and comes equipped
with an endomorphism Tx̄ compatible with this structure. Then the ideal of FE(V0) is cut
out by the coefficients of the characteristic polynomial pTx̄ of Tx̄ for each x̄ ∈ D, which is
naturally a pro-MS-ideal.

4.10. Hodge/twistor substacks ofMB(X). Observe for the following definition that for
a morphism of algebraic stacks f :M→ N and miniversal points m̂ : Spec ÔM,m →M,
n̂ : Spec ÔN ,n → N at closed points m ∈M(C), n := f(m), respectively, the composition
Spec ÔM,m → N lifts to Spec ÔM,m → Spec ÔN ,n and so there is a pullback map ÔN ,n →
ÔM,m which is noncanonical but determined up to first order.

We have the following compatibilities:

Lemma 4.57. With the above notation, assume we have a closed immersions g : Z → N
and z ∈ Z(C) with g(z) ∼= n (with a choice of isomorphism). Then:

(1) Spec ÔZ,z := Z ×N Spec ÔN ,n → Z is miniversal at z.
(2) Spec Ô := Spec(ÔZ,z ⊗ÔN ,n

ÔM,m)→ Z ×N M is miniversal at (z,m).

Proof. For any groupG and anyG-representation V , the only closed substacks of [G\ Spec(C⊕
V )] are of the form [G\ Spec(C ⊕ U)] for a subrepresentation U ⊂ V . This implies that
the base-change of the first order neighborhood [G\ Spec(C⊕ t∨N ,n)] of n is the first order
neighborhood [G\ Spec(C⊕ t∨Z,z)] of z, where G is the inertia of n (and thus z). Since the
base-change of n̂ is formally smooth, this gives (1).



THE LINEAR SHAFAREVICH CONJECTURE FOR QUASIPROJECTIVE VARIETIES 47

For (2), we have the following diagram

Spec Ô Spec ÔM,m

Z ×N M M

Spec ÔZ,z Spec ÔN ,n

Z N

with Cartesian front, bottom, and back faces. It follows that the top face is Cartesian, so
by (1) the conclusion follows. □

In the following definition we only consider the formal twistor geometry at semisimple
points with quasiunipotent local monodromy: the former condition ensures there is a
canonical choice of variation of twistor structures, and the latter, while not necessary here,
allows for a simpler construction of the Deligne–Hitchin space in Section 8 and will be
sufficient for our purposes.

Definition 4.58. Let X be a connected algebraic space and Z ⊂MB(X) a locally closed
algebraic substack.

(1) We say Z is formally Hodge at a R>0-fixed point V ∈ Z(C)qu,ss (see Section 7.5) if,
equipping V with its canonical weight zero C-VHS8, there is a surjective morphism
of pro-C(0)-MHS-algebras ÔMB(X),V → ÔZ,V for which ÔZ,V is miniversal for Z
at V .

(2) We say Z is a formally twistor at a point V ∈ Z(C)qu,ss if, equipping V with
its canonical (tame purely imaginary) variation of twistor structures (as in Exam-
ple 4.19), there is a surjective morphism of pro-T(0)-MTS-algebras ÔMB(X),V →
ÔZ,V for which ÔZ,V is miniversal for Z at V .

(3) The substack Z is formally twistor if Z(C) is closed under semisimplification,
formally twistor at every point of Z(C)qu,ss, and formally Hodge at every point
underlying a C-VHS with quasiunipotent local monodromy.

We likewise define formally twistor subvarieties of RB(X,x).

Note that by Lemma 4.6 any closed subset of MB(X)(C) is closed under semisimplifi-
cation.

Lemma 4.59. Let Z ⊂MB(X) be a locally closed algebraic substack, V ∈ Z(C), SpecΛ→
MB(X) a versal family at V underlying a Λ-AVMS, and SpecΛZ := Z ×MB(X) SpecΛ→
SpecΛ the base-change. Then Z is formally Hodge (resp. twistor) at V if and only if
Λ → ΛZ is a (surjective) morphism of pro-C(0)-MHS-algebras (resp. pro-T(0)-MTS-
algebras).

Proof. Let Spec ÔMB(X),V → MB(X) be the miniversal family at V , and consider the
completion of the fibered 2-product at an identification of the closed points of SpecΛ and

8By Deligne [33, Proposition 1.13], for any R>0-fixed semisimple complex local system V , there is a
unique weight zero C-VHS structure on V for which any simple sub-local system is a sub-C-VHS.
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Spec ÔMB(X),V in the solid diagram below

SpecS SpecΛ

SpecSZ SpecΛZ

Spec ÔMB(X),V MB(X).

Spec ÔZ Z

Let the diagonal arrows be the base-change of Z →MB(X). By Theorem 4.3(3), the solid
left and solid top arrows correspond to morphisms of pro-T(0)-MS-algebras. The diagonal
morphisms are surjective on algebras, and the horizontal and vertical ones are injective on
algebras (as they are formally smooth), except those involving Z. Thus, if S → SZ is a
morphism of pro-T(0)-MS-algebras, then so are the composition ÔMB(X) → S → SZ and
its corestriction to its image ÔMB(X),V → ÔZ . The converse is clear since S → SZ is the
tensor product of ÔMB(X),V → ÔZ by ÔMB(X),V → S. By the same argument, S → SZ
is a morphism of pro-T(0)-MS-algebras if and only if Λ→ ΛZ is. □

Corollary 4.60. Let Z ⊂ MB(X) be a locally closed algebraic substack and RZ ⊂
RB(X,x) the base-change by the quotient map. Then Z is formally twistor if and only
if RZ is.

Proposition 4.61. Let X be connected normal algebraic space.
(1) For any r, MB(X, r) and {trivr} are formally twistor substacks of MB(X).
(2) Assume X is a curve. For any V ∈MB(X)(C)qu,ss, the fixed local monodromy leaf

FM(V ) ⊂ MB(X) is formally twistor at V . For any V ∈ MB(X)(C) the fixed
residual eigenvalues leaf FE(V ) ⊂MB(X) is a closed formally twistor substack.

(3) Intersections and reductions of formally twistor substacks are formally twistor sub-
stacks. Irreducible components9 of reduced twistor substacks are formally twistor
substacks. Finite unions of closed twistor substacks are twistor substacks.

(4) Let f : X → Y be a morphism of connected normal algebraic spaces and f∗ :
MB(Y )→MB(X) the pullback morphism. Then:
(a) For any formally twistor substack Z ⊂ MB(X), (f∗)−1(Z) ⊂ MB(Y ) is a

formally twistor substack.
(b) For any formally twistor substack Z ⊂ MB(Y ), f∗Z ⊂ MB(X) is a for-

mally twistor substack provided f is dominant or a Lefschetz curve (see Defi-
nition 4.8).

(5) Inverse images of formally twistor substacks under the direct sum and tensor prod-
uct morphisms ⊕,⊗ :MB(X)2 →MB(X) are formally twistor substacks10.

Proof. The first part of (1) is clear and the second follows from (4b) via pullback from a
point. In parts (2) and (3), the closure under semisimplification follows since the semisim-
plification of a point is contained in the closure of that point, by Lemma 4.6. Part (2) is
then Proposition 4.56 and the discussion in Section 4.9.4. The reduction and irreducible

9These operations are defined by taking the quotients of the corresponding operations on the base-
change to the framed moduli space—see Section 5.1.

10With the obvious definition of formally twistor substack of MB(X)2.
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component part of (3) follows from Lemma 4.36, since by Theorem 4.3 and the normality
of X the maximal ideal of the twistor algebras are the weight -1 part.

For the remaining parts of (3)-(5), all of the operations are compatible with the quotient
map from the framed moduli space, so by Corollary 4.60 it suffices to prove the correspond-
ing statements in the framed case. The intersection part of (3) is clear. The union part
follows since the completed local ring of the union is the image of the completed local ring
of the product.

For part (4b), under the hypotheses on f , f∗ is immersive11 by Lemma 4.62 below.
The closure under semisimplification condition in parts (4) and (5) follows from the fact
that semisimplification commutes with pullback, direct sum, and tensor product—in the
pullback case we must use Theorem 7.9. This in particular implies that semisimple points
map to semisimple points and semisimple points in an image lift to semisimple points
under these functors. Moreover, the pullback of a local system with quasiunipotent local
monodromy has quasiunipotent local monodromy, and in part (4b) under the assumptions
on f the converse also holds by Remark 4.10. Altogether, this implies that in part (4a)
we have ((f∗)−1Z)(C)qu,ss ⊂ (f∗)−1(Z(C)qu,ss) and in part (4b) we have (f∗Z)(C)qu,ss =
f∗(Z(C)qu,ss). Finally, we must use the same property for C-VHS (which follows from the
R>0-action—see Section 7.5).

Part (4a) is then immediate from Lemma 4.57(2) and Theorem 4.2(3). Part (4b) follows
from Theorem 4.2(3) as well since the completed local ring of the image is the image of
the pullback map on completed local rings. For part (5), we consider the fiber product

S RB(X,x)

RB(X,x)
2 MB(X)2 MB(X).

⊕,⊗

Since sums and tensor products of AVMS are AVMS, by Theorem 4.3(3) the top induces
a morphism of pro-T(0)-MS-algebras on completed local rings, and so images and inverse
images of formally Hodge/twistor subsets along the top map are formally Hodge/twistor.
By Lemma 4.59 this is enough. □

Lemma 4.62. Let f : X → Y be a morphism of algebraic spaces.
(1) If f∗ : π(X,x) → π1(Y, y) is surjective, then f∗ : MB(Y ) → MB(X) is a closed

immersion.
(2) If f is dominant and Y is normal, then f∗ :MB(Y )→MB(X) is immersive.

Proof. The first part is clear on representation spaces. For the second part, there is a
locally closed subspace i : Z → X such that f |Z : Z → Y is generically finite, and if
f |∗Z = i∗ ◦f∗ is immersive, then so is f∗. Thus we reduce to f generically finite. There is a
dense Zariski open U ⊂ Y for which the base-change fU : XU → U is finite étale, and since
by normality and part (1) the restrictions MB(X) → MB(XU ) and MB(Y ) → MB(U)
are closed immersions, we reduce to the case f is finite étale. In this case, CY → f∗CX
splits, so the map on tangent spaces Ext1CY

(V, V ) → Ext1CX
(f∗V, f∗V ) is split as well,

hence injective. □

5. Bialgebraic sets of local systems and density of the quasiunipotent
locus

In this section we define constructible, bialgebraic, and Q̄-bialgebraic sets of local sys-
tems, and prove Theorem 1.11. Once the basic definitions are made, the result will follow

11By immersive we mean a locally closed immersion locally on the source.
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rather easily from known transcendence theorems (namely Ax–Lindemann for the exponen-
tial map and the Gelfond–Schneider theorem). The main subtlety is that for X non-proper,
some care must be taken on the De Rham side, as the naive De Rham analytic space does
not have an algebraic structure. This is essentially because the condition that the singular-
ities be regular implicitly makes reference to the existence of an extension as a connection
with log poles to a log smooth compactification, and there is a non-finite-type choice of
such an extension.

Much of the general formalism of constructible subsets of stacks and bialgebraic subsets
of the Betti stack have been treated elsewhere (Simpson [106] in the projective case, and
Budur, Wang, and Lerer [23, 22] in the quasiprojective case) in roughly equivalent ways.
We direct the reader to the corresponding sections along the way.

5.1. Constructible subsets of algebraic stacks. For the remainder, unless otherwise
indicated, X will be a connected smooth algebraic space defined over an algebraically
closed subfield k ⊂ C. We use the embedding to define the analytification Xan. We say a
subset Σ ⊂ X(C) has nonempty interior in each component of X if, for each irreducible
component X0 of X, the intersection Σ ∩X0 has nonempty interior in X0 with respect to
the euclidean topology.

Given an algebraic stack M over C, it will be useful to have a reasonable notion of
constructible subsets ofM(C). We have the following easy lemma:

Lemma 5.1. Let f : V → U be a smooth morphism of finite type complex algebraic spaces
which is surjective on points. Then Σ ⊂ U(C) is Zariski (open/closed/constructible),
(open/closed) in the euclidean topology, or analytically constructible12 if and only if f−1(Σ)
is.

Proof. All the claims follow from the existence of sections locally on U (using surjectivity)
in the euclidean and étale topologies and Chevalley’s theorem. □

For some smooth atlas π : U →M by an algebraic space, we may equipM(C) with the
quotient Zariski or euclidean topology via the surjective map π : U(C)→M(C), which by
the lemma is independent of the atlas. We say a subset Σ ⊂M(C) is (Zariski/analytically)
constructible13 if π−1(Σ) is, which by the lemma is again independent of the atlas, and
we may likewise define both the Zariski closure ΣZar and the euclidean closure Σ̄. Note
that π−1(Σ)Zar = π−1(ΣZar) and π−1(Σ) = π−1

(
Σ
)

for any atlas. We say Σ is irreducible
if it is irreducible with respect to the Zariski topology, meaning every nonempty open
subset of Σ is dense. This is equivalent to there being a morphism f : Z → M from an
irreducible algebraic space Z whose image is contained and dense in ΣZar, since on the
one hand images of irreducible topological spaces are irreducible, and on the other hand
any irreducible component of the preimage of Σ in an atlas has image in Σ with nonempty
interior. Finally, observe that for any Zariski closed Σ ⊂ M, there is a unique closed
immersion of algebraic stacks N ⊂ M with Σ = N (C). Indeed, given a presentation in
groupoids R ⇒ U

π−→ M, we take the closed subspace V = π−1(Σ) and the induced full
presentation in groupoids RV ⇒ V where RV = R×U×U V × V .

Remark 5.2. In the case of a global quotient M = [G\X] of an algebraic space by an
algebraic group, the Zariski/euclidean topology on M(C) is the quotient topology, and
the algebra of constructible subsets is equivalent to the algebra of invariant constructible
subsets of X.

12That is, in the Boolean algebra generated by closed analytic subvarieties.
13We often just say “constructible” if we mean Zariski constructible if there’s no chance of confusion.
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Corollary 5.3. Let M be an algebraic stack over C. The algebra of constructible subsets
of M(C) is the Boolean algebra generated by finite type Zariski closed subsets.

Corollary 5.4. Let f : M → N be a C-morphism of algebraic stacks over C. For any
constructible subset Σ ⊂ M(C) (resp. constructible subset T ⊂ N (C)), the image f(Σ) ⊂
N (C) (resp. preimage f−1(T) ⊂M(C)) is constructible.

Lemma 5.5. Let f :M → N be a C-morphism between two finite type algebraic stacks
over C.

(1) if Σ ⊂M(C) has nonempty interior in each component of its Zariski closure, then
f(Σ) ⊂ N (C) has nonempty interior in each component in its Zariski closure.

(2) Assume that f is universally open (e.g. flat). If T ⊂ N (C) has nonempty interior
in each component in its Zariski closure, then f−1(T) ⊂ M(C) has nonempty
interior in each component in its Zariski closure.

Proof. One reduces immediately to the case where both M and N are algebraic spaces
of finite type. We start with (1). Let Z be an irreducible component of the Zariski
closure ΣZar of Σ in M. Then Σ ∩ Z(C) is Zariski dense in Z and has nonempty interior
in Z(C) with respect to the euclidean topology. Therefore, one is reduced to consider
the case where both M and N are irreducible algebraic spaces and f is dominant. In
particular, every Zariski closed strict subset of M(C) or N (C) has empty interior with
respect to the euclidean topology. Let U ⊂ N be a dense Zariski-open subset such that
MU → U is flat. The induced holomorphic map Man

U → Uan is therefore flat too, hence
in particular open. The set Σ∩MU (C) has nonempty interior inMU (C), hence its image
f(Σ ∩MU (C)) = f(Σ) ∩ U(C) has nonempty interior in Uan. A fortiori, f(Σ) has non-
empty interior in N an. This shows (1).

Let us now prove (2). Base-changing f along the open inclusion TZar ⊂ N , one can
assume that T is Zariski-dense in N . Moreover, working component by component, it is
sufficient to treat the case where N is irreducible. Since f is universally open, one has
f−1(TZar) = f−1(T)Zar. Let Z ⊂M be an irreducible component of f−1(T)Zar. Since f is
open, its image f(Z) is a dense constructible subset of N , hence it contains a non-empty
Zariski open subset U ⊂ N . Let V be a nonempty euclidean open subset of N an contained
in Σ. Since Uan is dense in N an, the intersection Uan ∩ V is nonempty. Therefore, by
shrinking V , one can assume that V ⊂ Uan. It follows that Zan contains the nonempty
open subset f−1(V ). Since f−1(V ) ⊂ f−1(T), this completes the proof. □

If M is defined over k ⊂ C we likewise define the notions of k-constructible subsets
of M(C) and their k-Zariski closures by using a smooth atlas defined over k. For any
k-morphism f :M → N of k-algebraic stacks, there is an induced map f(C) :M(C) →
N (C) under which images and preimages of k-constructible subsets are k-constructible.

5.2. Correspondence stacks and morphisms. By a correspondence stack (MDR,MB,Z)
we mean a pair of algebraic stacks MDR,MB together with an analytic stack Z and a
diagram

Z

Man
DR Man

B .

πBπDR

If MDR,MB are algebraic spaces (in which case we can always take Z to be an analytic
space, see below), we call (MDR,MB,Z) a correspondence space. At the moment the
subscripts DR and B are merely suggestive, and the abstract definition is symmetric in
the two “realizations”. We will be mainly interested in correspondence stacks where Z is
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the graph of a holomorphic map Man
DR → Man

B . We often refer to the correspondence
stack as just the pair (MDR,MB) when the correspondence Z is clear.

A morphism of correspondence stacks f : (MDR,MB) → (M′
DR,M′

B) consists of
algebraic morphisms fDR : MDR → M′

DR and fB : MB → M′
B such that the image

of the natural map Z → M′an
DR × M′an

B is contained in the image of Z ′ on the level
of points—that is, if the natural map Z ×(M′an

DR×M′an
B ) Z ′ → Z is surjective on points.

Observe that with this notion of morphism, any correspondence stack (MDR,MB,Z) is
naturally isomorphic to the correspondence stack (MDR,MB, Z̃) obtained by replacing
the analytic correspondence by Z̃ for any morphism Z̃ → Z of finite type analytic stacks
which is surjective on points. A morphism (MDR,MB) → (M′

DR,M′
B) is then given

by compatible morphisms fDR : MDR → M′
DR, fB : MB → M′

B, ϕ : Z → Z ′ up to
replacing Z in this way.

For every algebraic stackM defined over C and every field automorphism σ ∈ Aut(C/Q),
we writeMσ :=M⊗σC. For a subfieldK ⊂ C, aK-correspondence stack (MDR, {MB,σ})
consists of an algebraic stackMDR defined over C and correspondence stacks (Mσ

DR,MB,σ,Zσ)
for each σ ∈ Aut(C/Q), where eachMB,σ is defined overK. A morphism ofK-correspondence
stacks f : (MDR, {MB,σ}) → (M′

DR, {M′
B,σ}) consists of a morphism f : MDR →

M′
DR and K-morphisms fB,σ : MB,σ → M′

B,σ such that (fσ, fB,σ) : (Mσ
DR,MB,σ) →

(M′σ
DR,M′

B,σ) is a morphism of correspondence stacks for each σ. Given a correspondence
stack (MDR,MB) with MDR defined over Q and MB defined over K, we get a natural
K-correspondence stack (MDR, {MB}) by taking all the correspondences to be the same
as that of (MDR,MB).

Example 5.6. Let Λ be a finitely generated free Z-module. There is a natural correspon-
dence space Exp(Λ) := (Ga ⊗ Λ,Gm ⊗ Λ) whose correspondence is

C⊗ Λ

C⊗ Λ C∗ ⊗ Λ.

exp⊗1

As above, there is a naturally associated Q-correspondence space ExpQ(Λ) := (Ga ⊗
Λ, {Gm ⊗ Λ}). The construction is functorial in that a homomorphism Λ → Λ′ yields a
morphism (Ga ⊗ Λ,Gm ⊗ Λ) → (Ga ⊗ Λ′,Gm ⊗ Λ′) of correspondence spaces, as well as
a morphism (Ga ⊗ Λ, {Gm ⊗ Λ})→ (Ga ⊗ Λ′, {Gm ⊗ Λ′}) of Q-correspondence spaces.

Taking Λ = Zn, denote Exp(n) := Exp(Zn). Taking the quotient of both sides by the
symmetric group Sn, we have a natural correspondence space SymExp(n) := (SymnGa,Sym

nGm)
as well as its powers. There is a natural quotient morphism Exp(n)→ SymExp(n). Like-
wise for the K-analogs, ExpK(Λ),ExpK(n) and SymExpK(n).

5.3. Bialgebraic subsets. Let (MDR,MB) be a correspondence stack with correspon-
dence

Z

Man
DR Man

B .

πDR πB

Definition 5.7. (MDR,MB) is irreducible bialgebraic ifMDR,MB,Z are irreducible and
img πDR and img πB have nonempty interior. We say a pair (ΣDR,ΣB) ⊂ (MDR,MB)
of constructible subsets ΣDR ⊂ MDR(C) and ΣB ⊂ MB(C) is bialgebraic if there is
a correspondence stack (NDR,NB) which is a finite disjoint union of irreducible bialge-
braic correspondence stacks and a morphism f : (NDR,NB) → (MDR,MB) such that
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fDR(NDR(C))Zar = ΣZar
DR and fB(NB(C))Zar = ΣZar

B . We say a constructible ΣDR ⊂
MDR(C) (resp. ΣB ⊂ MB(C)) is bialgebraic if it can be completed to a bialgebraic pair
(ΣDR,ΣB).

By definition, bialgebraicity is a property of the Zariski closures. We immediately have
the following:

Lemma 5.8. A constructible subset ΣDR ⊂MDR(C) (resp. ΣB ⊂MB(C)) is bialgebraic
if and only if for every irreducible component Σ0 of ΣZar

DR (resp. ΣZar
B ) there is an irre-

ducible component Z0 of π−1
DR(Σ0) (resp. π−1

B (Σ0)) such that πB(Z0) (resp. πDR(Z0)) has
nonempty interior in πB(Z0)

Zar (resp. πDR(Z0)
Zar).

We have the following consequence of Lemma 5.5.

Lemma 5.9. Let f : (MDR,MB) → (M′
DR,M′

B) be a morphism of correspondence
stacks.

(1) If (ΣDR,ΣB) ⊂ (MDR,MB) is bialgebraic, then so is (fDR(ΣDR), fB(ΣB)) ⊂
(M′

DR,M′
B).

(2) Assume fDR, fB are both universally open, and that the natural map

(5.3.1) Z ×(M′an
DR×M′an

B ) Z ′ → (Man
DR ×Man

B )×(M′an
DR×M′an

B ) Z ′

is surjective on points. Then if (Σ′
DR,Σ

′
B) ⊂ (M′

DR,M′
B) is bialgebraic, so is

(f−1
DR(Σ

′
DR), f

−1
B (Σ′

B)) ⊂ (MDR,MB).

Proof. (1) is immediate from Lemma 5.5. For (2), observe that the condition on the
correspondence in (5.3.1) is preserved under base-change. For (NDR,NB) a disjoint union
of irreducible bialgebraic correspondence stacks and g : (NDR,NB) → (M′

DR,M′
B) a

morphism, we may therefore reduce to the base-change

(NDR,NB) = (N ′
DR ×M′

DR
MDR,N ′

B ×M′
B
MB)→ (N ′

DR,N ′
B)

and so assume (M′
DR,M′

B) is irreducible bialgebraic and (ΣDR,ΣB) = (M′
DR(C),M′

B(C)).
By the universal openness, there is an open set U ′

DR ⊂ M′
DR with U ′

DR(C) ⊂ Σ′
DR such

that f−1
DR(U

′
DR(C)) is dense in f−1

DR(Σ
′
DR) and is a disjoint union of irreducible constructible

sets each dominating U ′
DR; likewise for M′

B. Thus, by restricting to a dense open set on
the target and connected components on the source, we may assume each ofMDR,MB is a
disjoint union of irreducible stacks and fDR, fB are surjective on each component. Finally,
the condition on the map implies f−1

DR(img π′DR) ⊂ img πDR and f−1
B (img π′B) ⊂ img πB.

By Lemma 5.5, for each irreducible component NDR of MDR there is some irreducible
component NB of MB and an irreducible component W of the correspondence such that
(NDR,NB,W) is irreducible bialgebraic and (NDR,NB) → (M′

DR,M′
B) is a morphism

(and likewise for irreducible components ofMB), so the conclusion follows. □

Let (MDR, {MB,σ}) be a K-correspondence stack with correspondences

Zσ

(Mσ
DR)

an Man
B,σ.

πDR,σ πB,σ

Definition 5.10. (MDR, {MB,σ}) is irreducible bialgebraic if (MDR,MB,σ) is irreducible
bialgebraic for all σ. We say a pair (ΣDR, {ΣB,σ}) ⊂ (MDR, {MB,σ}) consisting of
a constructible subset ΣDR ⊂ MDR(C) and K-constructible subsets ΣB,σ ⊂ MB,σ(C)
is K-bialgebraic if there is a K-correspondence stack (NDR, {NB,σ}) which is a finite
disjoint union of irreducible bialgebraic K-correspondence stacks and a morphism f :
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(NDR, {NB,σ})→ (MDR, {MB,σ}) such that fDR(NDR(C))Zar = ΣZar
DR and fB(NB,σ(C))Zar =

ΣZar
B,σ for all σ.

Corollary 5.11. Let f : (MDR,MB,σ)→ (M′
DR, {M′

B,σ}) be a morphism of K-correspondence
stacks.

(1) If (ΣDR, {ΣB,σ}) ⊂ (MDR, {MB,σ}) is K-bialgebraic, then so is (fDR(ΣDR), {fB,σ(ΣB,σ)}) ⊂
(M′

DR, {M′
B,σ}).

(2) Assume fDR, fB,σ are all universally open, and that the natural map

Zσ ×(M′an
DR×M′an

B,σ)
Z ′
σ → (Man

DR ×Man
B,σ)×(M′an

DR×M′an
B,σ)
Z ′
σ

is surjective on points for each σ. Then if (Σ′
DR, {Σ′

B,σ}) is K-bialgebraic, so is
(f−1
DR(ΣDR), {f

−1
B (ΣB,σ)}).

Theorem 5.12 (Ax–Schanuel [3], Gelfond–Schneider [49]). Let Λ be a finitely-generated
free Z-module.

(1) For any bialgebraic pair (ΣDR,ΣB) of Exp(Λ), ΣZar
DR is a finite union of C-translates

of Q-linear subspaces.
(2) For any Q̄-bialgebraic pair (ΣDR, {ΣB,σ}) of ExpQ̄(Λ), ΣZar

DR is a finite union of
Q-translates of Q-linear subspaces.

Proof. Ax–Schanuel implies (1). For (2) we are reduced to the statement for a point by
taking closures, components, and quotients, using (1). That point must be defined over Q̄
on the Betti side by definition, as well as on the De Rham side, or else its Aut(C/Q̄) orbit
would be uncountable. Then this is the Gelfond–Schneider theorem. □

Corollary 5.13. For any Q̄-bialgebraic pair (ΣDR, {ΣB,σ}) of SymExpQ̄(n), ΣZar
DR is the

image of a finite union of Q-translates of Q-linear subspaces under the natural quotient
map

ExpQ̄(n)→ SymExpQ̄(n).

In particular, the ΣZar
B,σ are all the same, and images of Q-points (resp. torsion points)

under the quotient map are Zariski dense in ΣDR (resp. each ΣB,σ).

Proof. The quotient map is flat and satisfies the condition of Corollary 5.112. □

5.4. The De Rham stack. In the next few sections, it will be useful to introduce the
notion of a countably finite type algebraic (or analytic) stack, by which we mean a stack
with a countable open cover by finite type algebraic (or analytic) stacks. One easily adapts
the notions of constructible subsets (which are constructible on some finite type substack),
correspondence stacks, and bialgebraic pairs to this setting. Note by the Baire category
theorem, any irreducible bialgebraic pair in the sense of countably finite type stacks is
irreducible bialgebraic in the ordinary sense.

There is a natural analytic stackMDR(X
an) of analytic flat vector bundles on Xan. In

fact, by solving the connection, there is a natural biholomorphism

RHXan :MDR(X
an)

∼=−→MB(X)an.

Unfortunately MDR(X
an) does not in general have a well-behaved algebraic structure

capturing the flat vector bundle.

Example 5.14. Let X = Gm in either the algebraic or the analytic category and consider
the stack of rank 1 flat vector bundles (L,∇) on X. The underlying line bundle is necessar-
ily L ∼= OX , so the natural action by H0(X,ΩX) onMDR(X) sending (L,∇) to (L,∇+α)
is transitive, while the choice of identification with OX is a torsor for H0(X,O×

X). Thus, we
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can realize MDR(X) as [H0(X,O×
X)\H0(X,ΩX)], where an invertible function f acts on

a form α as α 7→ d log f +α. In the analytic category, integrating α around the unit circle
and exponentiating provides a natural coordinate and provides the isomorphism with the
analytification ofMB(X) ∼= [Gm\Gm], where Gm acts trivially. In the algebraic category,
H0(X,O×

X) consist of powers qn up to scaling, H0(X,Ω1
X) = C[q, q−1]dq, and λqn acts by

adding ndqq so the quotient is not of finite type.

What is missing in the algebraic description of the De Rham stack is the requirement
that the singularities be regular, as indeed Deligne’s version of the Riemann-Hilbert cor-
respondence is an equivalence of categories between the category of local systems on Xan

and the category of algebraic flat vector bundles on X with regular singularities. This
condition makes reference to the existence of a logarithmic extension to a log smooth
compactification.

Let us now introduce some terminology. Let (X̄,D)/k be a proper log smooth algebraic
space with X = X̄ \D. For an algebraic space T , let DX̄T

be the sheaf of algebraic π−1
T OT -

linear differential operators on X̄T := X̄ × T where πT : X̄T → T is the projection and
let DX̄T /T

[logD] ⊂ DX̄T /T
be the OX̄T

-subalgebra generated by germs of π−1
T OT -linear

derivations of OX̄T
which preserve OX̄T

(−DT ). A family of rank r logarithmic connections
on (X̄,D) parametrized by an algebraic space T is a DX̄T /T

[logD]-module E on X̄T which
is locally free of rank r as a OX̄T

-module. Given a point x ∈ X(C), a family of framed
(at x) rank r logarithmic connections on (X̄,D) parametrized by a scheme T is a family
of logarithmic connections E together with a trivialization E|x×T ∼= OrT as OT -modules.

Theorem 5.15 ([94, Proposition 3.3]+ϵ). Let T be an algebraic space and let E be a coher-
ent sheaf on X̄T which is flat over T . Consider the functor on T -spaces which associates
to f : T ′ → T the set of all DX̄T ′/T ′ [logD]-module structures on (1X × f)∗E. Then this
functor is represented by a an algebraic space of finite type over T .

Proof. The statement of [94] assumes (X̄,D) is projective. We may take a log-smooth
projective modification π : (X̄ ′, D′) → (X̄,D) and apply the theorem to π∗E. To check
that a connection ∇ descends, it suffices to check for a fixed meromorphic basis si of E
that the sections ∇si are pulled back from X̄. □

The stack of locally free sheaves on X̄ is countably finite type, and it follows that the
stackMDR(X̄,D) of logarithmic connections is countably finite type. The analytification
MDR(X̄,D)an is naturally identified with the analytic stack MDR(X̄

an, Dan) of analytic
logarithmic connections by GAGA.

Example 5.16. Continuing Example 5.14, let X = Gm again and take X̄ = P1. The
De Rham stack MDR(X̄,D, 1) of rank one logarithmic connections is a union over k ∈
Z of [Gm\H0(X,ΩX(logD))]. On the kth factor we associate to a log one-form α the
logarithmic connection (OX̄(k), d+ α) where we consider OX̄(k) as the sheaf of functions
with at worst a k-order pole at ∞ and Gm acts trivially.

5.5. The Riemann–Hilbert correspondence stack. See Section 4.1 for the basic prop-
erties of the Betti stack. Let (X̄,D) be a proper log smooth algebraic space withX = X̄\D.
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We define the Riemann–Hilbert correspondence stackMRH(X̄,D) of (X̄,D) to be the cor-
respondence stack (MDR(X̄,D),MB(X)) with correspondences

MDR(X̄
an, Dan)

MDR(X
an)

MDR(X̄,D)an MB(X)an

RHXan

where the unlabelled arrow is restriction to X. We denote the resulting analytic morphism
RH(X̄,D) :MDR(X̄,D)an →MB(X)an. We define the Riemann–Hilbert Q-correspondence
stackMRH,Q(X̄,D) to be the Q-correspondence stack (MDR(X), {MB(X

σ)}) whose cor-
respondences are given by the graph of RH(X̄σ ,Dσ).

Theorem 5.17 (Simpson [106, Theorem 3.1(c)], [106, Theorem 6.1]). Let A be a complex
abelian variety.

(1) For any bialgebraic pair (ΣDR,ΣB) of MRH(A, 1), ΣZar
B is a finite union of trans-

lates of pullbacks of MB(A
′, 1) for abelian variety quotients A→ A′.

(2) For any Q̄-bialgebraic pair (ΣDR,ΣB) of MRH,Q(A, 1), ΣZar
B is a finite union of

torsion translates of pullbacks of MB(A
′, 1) for abelian variety quotients A→ A′.

Note that by the Remark in [106, §6], the hypotheses of Theorem 5.17 agree with those
of [112, Theorem 6.1], except the latter requires algebraicity in the Dolbeault realization
but doesn’t need it.

Remark 5.18. If D ⊂ C is the unit disk centered at the origin, we can interpret SymExpQ(n)
as the coarse Riemann–Hilbert stack MRH,Q(D, 0, n), the rank n substack of MRH,Q(D, 0).

5.6. The residue map. Let (X̄,D) be a proper log-smooth algebraic space with X =
X̄ \ D and denote by {Di}i∈I the irreducible components of the boundary D. Fix a k-
point x ∈ X(k). For each i we have a conjugacy class of loops [γi] around Di and a
representation ρ ∈ RB(X,x, r)(C) is said to have quasiunipotent local monodromy if ρ(γi)
is quasiunipotent for each i—that is, the eigenvalues of ρ(γi) are roots of unity for each i.

On the Betti side, for any γ ∈ π1(Xan, x), we get a morphism CharB(γ) : RB(X,x, r)→
ArZ defined over Z, given by the composition of the evaluation map and taking the char-
acteristic polynomial. Clearly, this map depends only on the conjugation class of γ. Since
every Di provides a conjugacy class of simple loops around it, we obtain a morphism
CharB(X̄,D, x) : RB(X,x, r)→ (ArZ)I , which clearly descends to a Q̄-morphism

CharB(X̄,D, r) :MB(X, r)→ (SymrGa)
I

where we have identified imgCharB(γ) ∼= SymrGa over Q̄ by taking roots of the associ-
ated polynomial. We say a local system V ∈ MB(X)(C) has quasiunipotent local mon-
odromy if some (hence any) framing has quasiunipotent local monodromy, or equivalently
if CharB(X̄,D)(V ) is the image of a torsion point of some ((Gm)

r)I .
On the De Rham side, suppose we have a family of framed rank n log-connections

on (X̄,D) parametrized by a k-scheme T . Then we obtain a k-morphism CharDR(∞) :
T → (Ark)I by taking the characteristic polynomials of the residues along the boundary
components. In particular, we obtain a k-morphism

CharDR(X̄,D, r) :MDR(X̄,D, r)→ (SymrGa)
I .
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We say a point V ∈ MDR(X̄,D)(C) has quasiunipotent local monodromy if CharDR(X̄,D)(V)
is the image of a Q-point of ((Ga)

r)I .

Lemma 5.19. Let V ∈ MDR(X̄,D)(C). The following are equivalent.
(1) V has quasiunipotent local monodromy;
(2) RHXan(Van) has quasiunipotent local monodromy;
(3) RH(Xσ)an((Vσ)an) has quasiunipotent local monodromy for every σ ∈ Aut(C/Q).

Lemma 5.20. There is a morphism

CharQ(X̄,D, r) :MRH,Q(X̄,D, r)→ SymExpQ(r)
I

of Q-correspondence stacks whose underlying maps on algebraic stacks are

(CharDR(X̄,D, r), {CharB(X̄σ, Dσ, r)}).

Proof. The residue is an algebraic map, and therefore compatible with the action of
Aut(C/Q). In a polydisk neighborhood of the boundary, the eigenvalues of the local
monodromy are easily seen to be the exponential of the residues, and the characteristic
polynomial is independent of the basepoint. □

5.7. Normal algebraic spaces. We now make sense of the Riemann–Hilbert stack for
a normal complex algebraic space X. On the Betti side this is straightforward: setting
i : Xreg → X to be the regular locus, since π1((Xreg)an, x)→ π1(X

an, x)) is surjective for
any basepoint x ∈ Xreg, we have a closed immersion i∗ :MB(X)→MB(X

reg).
Let π : X ′ → X be a log resolution which is an isomorphism over Xreg and let E

be the exceptional locus. Then there is a lift i′ : Xreg → X ′ and for the same reason
π∗ :MB(X)→MB(X

′) and i′∗ :MB(X
′)→MB(X

reg) are closed immersions. We may
further assume there is a log smooth compactification (X̄ ′, D′) such that (X̄ ′, D′′ := D′∪Ē)
is a log smooth compactification of Xreg.

Lemma 5.21. Every irreducible component of the reduced preimage RH−1
(X̄′,D′′)

((i∗MB(X))an)

is algebraic.

Proof. The preimage is an analytic substack with countably many irreducible components.
There is a natural closed immersion

b :MDR(X̄
′, D′)→MDR(X̄

′, D′′)

realizingMDR(X̄
′, D′) as the substack of log connections with vanishing residue along the

irreducible components of E. Since there is a commutative diagram

MDR(X̄
′, D′)an MB(X

′)an

MDR(X̄
′, D′′)an MB(X

reg)an

RH(X̄′,D′)

b (i′∗)an

RH(X̄′,D′′)

It therefore suffices to show every irreducible component of RH−1
(X̄′,D′)

((π∗MB(X))an)

is algebraic.
For any fiber F of π : X ′ → X, let qF : F ′ → F be a resolution and consider the induced

map
q∗F :MDR(X̄

′, D′)→MDR(F
′).

Then on the level of points, RH−1
(X̄′,D′)

((π∗MB(X))an) is the intersection of ((q∗F )
an)−1(RH−1

F trivF )

over all F , where trivF ⊂MB(F ) is the set of trivial local systems on F . SinceRH−1
F (trivF )

is a closed analytic subset and a countable union of algebraic subsets (namely, those flat
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bundles admitting a flat meromorphic frame), it follows that each irreducible component of
RH−1

F (trivF ) is Zariski closed, and therefore the same is true of ((q∗F )
an)−1(RH−1

F trivF ).
By noetherianity, each irreducible component of the intersection is therefore algebraic. □

Definition 5.22. Given π : X ′ → X and (X̄ ′, D′) as above, we define MDR(X̄
′, D′, E)

to be the reduced preimage RH−1
(X̄′,D′′)

((i∗MB(X))an) with its natural structure as a sub-
stack, and we define RH(X̄′,D′,E) : MDR(X̄

′, D′, E)an → MB(X)an to be the restriction
of RH(X̄′,D′′). We define (MDR(X̄

′, D′, E),MB(X), RH(X̄′,D′,E)) as the Riemann-Hilbert
correspondence stackMRH(X̄

′, D′, E).
Both π and (X̄ ′, D′) can be chosen to be defined over the field of definition of X, and

we define (MDR(X̄
′, D′, E), {MB(X

σ)}, {RH(X̄′σ ,D′σ ,Eσ)}) to be the Riemann–Hilbert Q-
correspondence stackMRH,Q(X̄

′, D′, E).

Note that by definition we have morphisms of (Q-)correspondence stacks

i∗ :MRH(X̄
′, D′, E)→MRH(X̄

′, D′′)

i∗ :MRH,Q(X̄
′, D′, E)→MRH,Q(X̄

′, D′′)

which are injective on points in the De Rham realization and closed immersions in all of
the Betti realizations.

5.8. Proof of Theorem 1.11. We now state a more precise version of Theorem 1.11:

Theorem 5.23. Let X be a connected normal algebraic space and let (ΣDR, {ΣB,σ}) be a
bialgebraic constructible pair of the Riemann–Hilbert Q-correspondence stackMRH,Q(X̄

′, D′, E)
of a log smooth compactification of a log resolution. Then the local systems with quasiu-
nipotent local monodromy are Zariski dense in ΣDR and each ΣB,σ.

Proof. The restriction to the regular locus is a bialgebraic pair so by Corollary 5.11 we may
assume X is smooth. We may further assume (ΣDR, {ΣB,σ}) is the image of an irreducible
bialgebraic correspondence stack. Let (Σ′

DR, {Σ′
B,σ}) be the image in SymExpIQ under

the residue map. According to Corollary 5.11 and Corollary 5.13, image of rational points
(resp. torsion points) under the quotient map are Zariski dense in Σ′

DR (resp. each Σ′
B,σ),

and it follows that the preimages of such points are Zariski dense in ΣDR (resp. each ΣB,σ),
which are exactly the points with quasiunipotent local monodromy. □

In the Corollary 9.16 we will show that the notion of K-bialgebraic constructible subsets
of the Riemann–Hilbert stacks is equivalent to the notion of absolute K-constructible
subsets (i.e. K-constructible in every Betti realization, with no condition on the De Rham
realization) for countable K ⊂ C.

6. Harmonic maps towards NPC spaces

We will need to use pluriharmonic bundles in both the archimedean and non-archimedean
setting. Recall this means equipping a local system V on an algebraic variety X with a
pluriharmonic metric in the former case and a pluriharmonic norm in the latter case. Ei-
ther way, the pluriharmonic structure is encoded in an equivariant map X̃V → ∆ for an
appropriate classifying space ∆—a symmetric space in the former case, and a Euclidean
building in the latter.

The main goal of this section is to formulate the version of the existence theorem for
harmonic maps we will need (Theorem 6.24). This follows from known results but does
not appear in this form in the literature, so we first give the necessary background from
[71]. We also state some related results that will be needed in subsequent sections.
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6.1. Sobolev spaces. Let (Ω, g) be a Riemannian domain, i.e. a connected open subset
of a Riemannian manifold (M, g), having the property that its metric completion Ω̄ is a
compact subset of M . Let (∆, d) be a complete metric space. The space L2(Ω,∆) is by
definition the set of Borel-measurable maps u : Ω→ ∆ having separable range for which∫

Ω
d2(u(x), Q) dvolg(x) <∞

for some Q ∈ ∆. The space L2(Ω,∆) equipped with the distance function D given by

D(u, v) =

(∫
Ω
(d(u(x), v(x))2 dvolg(x)

)1/2

is a complete metric space.
For every ϵ > 0, let Ωϵ = {x ∈ Ω | dist(x, ∂Ω) > ϵ}, let Bϵ(x) be the geodesic ball

centered at x ∈ M and Sϵ(x) = ∂Bϵ(x). Let dσSϵ(x) be the (dimM − 1)-dimensional
surface measure on Sϵ(x). For every u ∈ L2(Ω,∆) and every ϵ > 0, let euϵ ∈ L1(Ω,R) be
the function defined by

euϵ (x) :=

∫
y∈Sϵ(x)

d2(u(x), u(y))

ϵ2
dσSϵ(x)(y)

ϵn−1

for x ∈ Ωϵ and zero otherwise.
For ϵ > 0 and f ∈ Cc(Ω) (the set of continuous real-valued functions with compact

support), let

Euϵ (f) :=

∫
Ω
f · euϵ (x) dvolg(x).

We say that u ∈ L2(Ω,∆) has finite energy, and we write u ∈W 1,2(Ω,∆), if

E(u) := sup
f∈Cc(Ω),0≤f≤1

lim sup
ϵ→0

Euϵ (f) <∞.

In particular, W 1,2(Ω,∆) contains all Lipschitz continuous maps from Ω to ∆. If u ∈
W 1,2(Ω,∆), then the measures euϵ (x) dvolg(x) converge weakly to a limiting measure which
is absolutely continuous with respect to Lebesgue measure, and hence may be written as
eu(x) dvolg(x) for a function eu ∈ L1(Ω,R) called the energy density of u.

Theorem 6.1 ([71, Theorem 1.6.1]). Let (uk) be a sequence of maps in W 1,2(Ω,∆) that
converges in L2(Ω,∆) to a map u. If supk E(uk) < ∞, then u ∈ W 1,2(Ω,∆) and E(u) ≤
lim infk E(uk).

Remark 6.2. If there is an isometric embedding i : (∆, d) ↪→ (RN , dE) in an Euclidean
space, then W 1,2(Ω,∆) = {u ∈W 1,2(Ω,RN ) |u(x) ∈ X a.e. x ∈ Ω} and

E(u) =

∫
Ω
|∇(i ◦ u)|2.

These definitions are the working definitions adopted in [58], where harmonic maps towards
locally compact Euclidean buildings were first studied, by locally embedding isometrically
Euclidean buildings in Euclidean spaces. In particular, this shows that Korevaar-Schoen
definition of the Sobolev space specializes to the classical definition when (∆, d) is the real
line equipped with the Euclidean metric.

When the boundary ∂Ω of Ω in M is locally Lipschitz, there is a well-defined trace map
W 1,2(Ω,∆)→ L2(∂Ω,∆).

Theorem 6.3 ([71, Corollary 1.6.3 and Theorem 1.12.2]). Let (Ω, g) be a Lipschitz Rie-
mannian domain and let (∆, d) be a complete metric space.
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(1) If u, v ∈W 1,2(Ω,∆), then the function d∆(u, v) is in W 1,2(Ω,R), and the condition
tr(u) = tr(v) is equivalent to tr(d(u, v)) = 0 in L2(∂Ω,R).

(2) If the sequence (ui) of maps in W 1,2(Ω,∆) has uniformly bounded energies E(ui),
and if (ui) converges in L2(Ω,∆) to a map u, then u ∈ W 1,2(Ω,∆) and the trace
functions of the ui converge in L2(∂Ω,∆) to the trace of u.

6.2. NPC spaces.

Definition 6.4. A complete metric space (∆, d) is said to be non-positively curved (NPC),
or CAT(0) in Gromov terminology, if for any pair of points x, y ∈ ∆, there exists a point
m ∈ ∆ such that

d(z,m)2 +
d(x, y)2

4
≤ d(z, x)2 + d(z, y)2

2
for any z ∈ ∆.

The point m satisfies d(x,m) = d(y,m) = d(x,y)
2 , and it is uniquely determined by this

property. It is called the midpoint of x and y.
Crucially, the energy on W 1,2(Ω,∆) is convex When (∆, d) is NPC.

6.3. Harmonic maps. When the boundary ∂Ω of the source Ω in M is locally Lipschitz
and the target (∆, d) is a NPC complete metric space, the Dirichlet problem can be solved
as follows.

Theorem 6.5 (Korevaar-Schoen [71, Theorem 2.2]). Let (Ω, g) be a Lipschitz Riemannian
domain and let (∆, d) be a NPC complete metric space. Let ϕ ∈ W 1,2(Ω,∆). Then there
exists a unique u ∈W 1,2(Ω,∆) which minimizes the energy among all maps in W 1,2(Ω,∆)
with the same trace as ϕ. The map u is locally Lipschitz continuous in the interior of Ω.

Definition 6.6. Let (M, g) be a Riemannian manifold and (∆, d) be a complete metric
space. A map u : M → ∆ is called harmonic if it is a local energy minimizer: every
point in M admits an open neighborhood with Lipschitz boundary such that all maps in
W 1,2(Ω,∆) which agree with u outside of this neighborhood have no less energy.

Thanks to Theorem 6.5, a harmonic map is locally Lipschitz continuous. In particular,
to check that a locally Lipschitz continuous map u : M → ∆ is harmonic, it is sufficient to
check that every point in M admits an open neighborhood with Lipschitz boundary such
that every locally Lipschitz continuous map v : M → ∆ which agrees with u outside of this
neighborhood has no less energy.

It will be important to know that the local Lipschitz constant of a harmonic map is
controlled by the energy as follows.

Theorem 6.7 (Zhang-Zhong-Zhu, see [122, Theorem 1.4 and Remark 1.5 ii)]). Let Ω be a
bounded domain (with smooth boundary) of an n-dimensional Riemannian manifold (M, g)
with RicM ≥ −K for some K ≥ 0, and let (∆, d) be a NPC complete metric space. For
every R > 0, there exists a constant C = C(n,

√
KR) such that for every harmonic map

u : Ω → ∆ and every x ∈ Ω with B2R(x) ⋐ Ω, the restriction of u to BR(x) is Lipschitz
continuous and the Lipschitz constant is bounded above by C

∫
BR(x) e

u(x) dvolg(x).

Recall that a metric space is called proper if all of its closed balls are compact; in par-
ticular it is locally compact. By the Hopf-Rinow Theorem, a locally compact NPC metric
space is proper if and only if it is complete, see [10, Theorem I.2.4]. Symmetric spaces
of noncompact type and locally compact Euclidean Bruhat-Tits buildings are examples of
proper CAT(0) spaces.



THE LINEAR SHAFAREVICH CONJECTURE FOR QUASIPROJECTIVE VARIETIES 61

Theorem 6.8 (Corlette, Gromov-Schoen, Korevaar-Schoen). Let M be a complete Rie-
mannian manifold with a finitely generated fundamental group, ∆ be a proper NPC metric
space and ρ : π1(M)→ Isom(∆) a group homomorphism. Assume that

• the action of ρ does not have a fixed point on ∂∆;
• there exists a finite energy14 ρ-equivariant map M̃ → ∆.

Then there exists a ρ-equivariant locally Lipschitz continuous map u : M̃ → ∆ of least
(finite) energy. In particular, u is harmonic.

Proof. When ∆ is a complete simply connected manifold with nonpositive sectional cur-
vature, this is [28, Theorem 2.2]. When ∆ is a locally compact Euclidean Bruhat-Tits
building, this is [58, Theorem 7.1]. In general, this is the conjonction of Theorem 2.1.3,
Remark 2.1.5 and Theorem 2.2.1 in [72]. □

6.4. Averaging harmonic maps.

Proposition 6.9 ([71, Lemma 2.5.1]). Let (∆, d) be a NPC complete metric space. Let
S ⊂ ∆ be a finite subset. Then, there exists a unique point c(S) such that the number∑

P∈S d(c(S), P )
2 is minimal.

The point c(S) is called the center of mass of the finite set S. It belongs to the closed
convex hull of S [71, Proposition 2.5.4].

Proposition 6.10 ([71, Proposition 2.5.2]). Let (∆, d) be a NPC complete metric space.
Let n be a positive integer. Let P,Q : {1, . . . , n} → ∆ be two functions. Let cP and cQ be
the centers of mass of the sets {P (1), . . . , P (n)} and {Q(1), . . . , Q(n)} respectively. Then

d(cP , cQ)
2 ≤ 1

n

n∑
i=1

d(P (i), Q(i))2.

Proposition 6.11. Let (M, g) be a complete Riemannian manifold, (∆, d) be a proper
NPC space and ρ : π1(M)→ Isom(∆) a group homomorphism. Let ui : M̃ → ∆, 1 ≤ i ≤ n,
be ρ-equivariant locally Lipschitz continuous maps of finite energy. Then the map u : x 7→
c({ui(x)}) is a ρ-equivariant locally Lipschitz continuous map of finite energy. Moreover,
if the ui’s have least finite energy, then u has least finite energy.

Proof. Since the maps ui are locally Lipschitz continuous, the map u is locally Lipschitz
continuous thanks to Proposition 6.10. Thanks to Equation 2.5.iii, p.641 in [71], the energy
E(u) of the map u is finite and satisfies E(u) ≤ 1

n

∑n
i=1E(ui). □

Proposition 6.12. Let (M, g) be a complete Riemannian manifold, (∆, d) be a proper
NPC space and ρ : π1(M) → Isom(∆) a group homomorphism. Let M ′ → M be a finite
Galois covering space and ρ′ : π1(M ′) → Isom(∆) be the induced homomorphism. If there
exists a ρ′-equivariant locally Lipschitz continuous map M̃ → ∆ of finite energy, then there
exists a ρ-equivariant locally Lipschitz continuous map M̃ → ∆ of finite energy.

Proof. Let u : M̃ ′ → ∆ be a ρ′-equivariant locally Lipschitz continuous map of finite energy.
The center of mass of its Galois conjugates is a ρ′-equivariant locally Lipschitz continuous
map of finite energy by Proposition 6.11. Since it is Galois invariant, it descends to a
ρ-equivariant locally Lipschitz continuous map M̃ → ∆ of finite energy. □

14Since the energy density of a ρ-equivariant map u : M̃ → ∆ is ρ-equivariant, it is well-defined on M ;
the map u is said to have finite energy if the integral on M of its energy density is finite.
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6.5. Constructing subharmonic functions.

Proposition 6.13 (see [41, Lemma 10.2]). Let (∆, d) be a NPC complete metric space.
Let ϕ : ∆ → R be a function which is convex when restricted to geodesics. If the map
u : M → ∆ is harmonic, then the function ϕ ◦ u is subharmonic.

Proposition 6.14. Let (∆, d) be a NPC complete metric space. Let u, u′ : M → ∆ be two
harmonic maps. Then the function x 7→ d(u(x), u′(x)) is subharmonic.

Proof. This is a consequence of the previous Proposition, since the map (u, u′) : M → ∆×∆
is harmonic and the function (y, y′) 7→ d(y, y′) is convex, the space ∆ being NPC. □

6.6. Limit of sequence of harmonic maps.

Proposition 6.15. Let (Ω, g) be a Lipschitz Riemannian domain and let (∆, d) be a NPC
complete metric space. Let {ϕk}k be a sequence of harmonic maps in W 1,2(Ω,∆). Assume
that the sequence of energy {E(ϕk)}k is bounded. Assume also that the set {ϕk(x)|k ≥ 0}
is relatively compact in Ω for some x ∈ Ω. Then {ϕk}k has a subsequence that converges
to a harmonic map uniformly on every compact subset.

Proof. A harmonic map is locally Lipschitz continuous. Moreover, since the {ϕk}k have
uniformly bounded energy, the local Lipschitz constants are uniformly bounded thanks to
Theorem 6.7. It follows from Arzelà-Ascoli theorem that a subsequence of {ϕk}k converges
uniformly on every compact subset of Ω. The limit ϕ belongs to W 1,2(Ω,∆) thanks to
Theorem 6.3. Let u ∈ W 1,2(Ω,∆) be the unique map which minimizes the energy among
all maps in W 1,2(Ω,∆) with the same trace as ϕ, see Theorem 6.5. The function d∆(u, ϕ)
is the uniform limit of (a subsequence of) the functions d∆(u, ϕk). Since the latter are
subharmonic thanks to Proposition 6.14, d∆(u, ϕ) is subharmonic. But it is zero on the
boundary of Ω, hence it is zero everywhere by the maximum principle. □

Corollary 6.16. Let (Ω, g) be a Lipschitz Riemannian domain and let (∆, d) be a NPC
complete metric space. Let {ϕk}k be a converging sequence of harmonic maps in W 1,2(Ω,∆).
Then the limit is harmonic.

Proof. Since the sequence converges in W 1,2(Ω,∆), the energy are uniformly bounded, so
that one can apply the preceding Proposition. □

6.7. Poincaré-type metric.

Definition 6.17. LetD be a normal crossing divisor in a complex manifoldX of dimension
n. An admissible polydisk is an open subset U ⊂ X equipped with a biholomorphism
U ≃ Dn such that D ∩ U corresponds to the union of some of the {zi = 0}.

We equip D and D∗ with their Poincaré metrics ωP that are respectively given by
idz ∧ dz̄
(1− |z|2)2

and
idz ∧ dz̄

|z|2 (− log |z|2)2
.

We denote also by ωP the induced metric on Dl × (D∗)m for every l,m ≥ 0.

Definition 6.18. LetD be a normal crossing divisor in a complex manifoldX of dimension
n. A metric ω on X \D is of Poincaré type if for every admissible polydisk Dn ⊂ X there
exists C > 0 such that the restriction of ω to Dn \D satisfies C−1ωP ≤ ω ≤ CωP in the
neighborhood of 0. (Here ωP denotes the Poincaré metric on Dn \D.)

As is well-known, if D is a normal crossing divisor in a compact Kähler manifold X̄,
then X̄ \D admits a complete Kähler metric of Poincaré type.
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6.8. Euclidean buildings. Let K be a non-archimedean local field. Let G be a con-
nected, reductive group over K. We denote by ∆(G,K) the extended Bruhat-Tits building
of G, as introduced in [15, 16]. See also [73]. It is a (poly-)simplicial complex equipped
with an action of G(K). One can define a metric d on ∆(G,K) such that (∆(G,K), d) is
a NPC complete metric space and G(K) acts by isometries.

We will need the following functoriality results from [73].

Proposition 6.19. Let f : G→ H be a homomorphism of connected, reductive K-groups.
Then there exists a map f∗ : ∆(G,K)→ ∆(H,K) which is G(K)-equivariant and, in case
f is injective, an isometrical inclusion.

Proposition 6.20 ([73, Proposition 2.1.6]). Let G1, . . . ,Gn be connected, reductive K-
groups. Then there is a canonical bijection,

∆(G1,K)× . . .×∆(Gn,K)→ ∆(G1 × . . .×Gn,K)

which is G1(K) × . . . ×Gn(K) = (G1 × . . . ×Gn)(K)-equivariant. After a suitable nor-
malization of the metrics on ∆(Gi,K), for i = 1, . . . , n, this map becomes isometrical.

Proposition 6.21 ([73, Theorem 2.2.1]). Let i : G → H be an inclusion of connected,
reductive K-groups. Then, there exists an inclusion f∗ : ∆(G,K) → ∆(H,K) which is
G(K)-equivariant and isometrical (after a suitable normalization of the metric on ∆(G,K)).

Proposition 6.22. Let π : G′ → G be a central isogeny of connected, reductive K-groups.
Then there is a canonical bijection ∆(G′,K) → ∆(G,K) which is compatible with the
G′(K)-action on the left hand side and the G(K)-action on the right hand side. After a
suitable normalization of the metric on ∆(G′,K), this map becomes isometrical.

Proof. See [16, 4.2.18] or [73, Proposition 2.1.7]. □

6.9. Harmonic maps towards Euclidean buildings.

Definition 6.23. Let (M, g) be a Riemannian manifold. Let ∆ be a locally compact
Euclidean building. Let u : M → ∆ be a map. Its regular locus is by definition the open
subset Reg(u) ⊂ M consisting of points x ∈ M admitting a neighborhood U ⊂ M such
that u(U) ⊂ ∆ is contained in a single apartment of ∆. The complementary Sing(u) :=
M \ Reg(u) in M is called the singular locus of u.

Theorem 6.24 ([58, Theorem 6.4]). Let M be a Riemannian manifold. Let ∆ be a locally
compact Euclidean building. Let u : M → ∆ be a harmonic map. Then the singular locus
of u has Hausdorff codimension at least 2.

Theorem 6.25. Let (X̄,D) be a projective log smooth variety and set X = X̄ \ D. Let
K be a nonarchimedean local field. Let G be a connected reductive group over K. Let
ρ : π1(X) → G(K) be a representation with Zariski dense image and quasiunipotent local
monodromy. Let ∆(G,K) be the (extended) Euclidean Bruhat-Tits building associated to
G(K). Fix a Poincaré-type complete Kähler metric on X. Then there exists a ρ-equivariant
harmonic map X̃ → ∆(G,K) of finite energy.

When G is simple, a proof of this result is given in [61]. For G = SL2, a detailed proof
appears in [29]. The case where G is semisimple has been recently addressed in [31, 14],
in the more general setting of harmonic maps with possibly infinite energy.

Proof. When G is semisimple, the existence of such a map follows from [14]. When G = T
is a torus, the building ∆(T,K) = (X∗

K(G)⊗Z R)∗ is a finite-dimensional real vector
space on which T(K) acts via the translation action of the canonical lattice. Since the



64 B. BAKKER, Y. BRUNEBARBE, AND J. TSIMERMAN

representation ρ has quasiunipotent local monodromy, it factorizes through the surjection
π1(X) → π1(X̄). The existence of a ρ-equivariant harmonic map ˜̄X → ∆(T,K) follows
from classical Hodge theory for H1(X̄,Z). The map ˜̄X → ∆(T,K) has finite energy since
X̄ is compact, and its pull-back to X̃ is therefore a ρ-equivariant harmonic map of finite
energy. For a general connected reductive group G, let Z(G) and D(G) denote the center
and the derived subgroup of G respectively. Since G is reductive, T := G/D(G) is a
torus, Gad := G/Z(G) is a semisimple group and the canonical morphism G→ T×Gad

is a central isogeny. Thanks to Proposition 6.20 and Proposition 6.22, this induces an
isometrical bijection ∆(G,K) = ∆(T,K) ×∆(Gad,K) which is compatible with respect
to the G(K)-action on the left hand side and the T(K)×Gad(K)-action on the right hand
side. Let u1 : X̃ → ∆(T,K) (resp. u2 : X̃ → ∆(Gad,K)) be a harmonic map of finite
energy which is equivariant with respect to the induced representation π1(X) → T(K)

(resp. π1(X) → Gad(K)). Then (u1, u2) : X̃ → ∆(G,K) = ∆(T,K) × ∆(Gad,K) is a
ρ-equivariant harmonic map of finite energy. □

6.10. Pluriharmonic maps.

Definition 6.26. Let M be a complex analytic space and (∆, d) be a complete metric
space. A map u : M → ∆ is called pluriharmonic if for any Kähler manifold (N,h) equipped
with a holomorphic map f : N →M the composite map u ◦ f : N → ∆ is harmonic.

In particular, a pluriharmonic map M → ∆ is harmonic for any choice of a Kähler
metric on M .

Theorem 6.27. In the setting of Theorem 6.25, every equivariant harmonic map X̃ → ∆
of finite energy is pluriharmonic.

Proof. This is due to Gromov-Schoen [58, Theorem 7.3]. Note however that the definition
of pluriharmonicity in [58] is a priori weaker than our Definition 6.26, but turns out to be
equivalent by [44, Proposition 1.3.6] or Theorem 6.29 below. □

Proposition 6.28 (See [44, Proposition 1.3.3]). Let M be a complex manifold. Let ∆ be
a locally compact Euclidean building. Let u : M → ∆ be a pluriharmonic map. Then the
singular locus of u is contained in a (strict) complex analytic subset of M .

Theorem 6.29. Let (M, g) be a complex manifold. Let (∆, d) be a NPC complete metric
space. Let Z ⊂ M be a closed pluripolar subset. Let u : M → ∆ be a locally Lipschitz
continuous map. Then u : M → ∆ is pluriharmonic as soon as it is pluriharmonic in
restriction to M \ Z.

Proof. Let (N,h) be a Kähler manifold equipped with a holomorphic map f : N → M ,
and let us prove that the composite map u ◦ f : N → ∆ is harmonic. Since the map
u◦f : N → ∆ is locally Lipschitz continuous, it is sufficient to check that every point in N
admits an open neighborhood with Lipschitz boundary such that every locally Lipschitz
continuous map v : N → ∆ which agree with u outside of this neighborhood has no less
energy. Therefore one can assume that N is a ball Br. Moreover, up to shrinking Br,
one can assume that the holomorphic map f : Br → M is a uniform limit of holomorphic
maps gk : Br → M such that g−1

k (Z) ⊊ Br is a closed pluripolar subset. Since u is locally
Lipschitz continuous, the maps u ◦ gk converges to u ◦ f in W 1,2(Bn,∆). Since the limit in
W 1,2(Bn,∆) of a sequence of harmonic maps is harmonic (Corollary 6.16), it is sufficient
to treat the case where f−1(Z) ⊊ Br is a closed polar subset.

Let h : Br → ∆ be the unique harmonic map that coincides with u ◦ f : Br → ∆ on ∂Br,
see Theorem 6.5. Then the function z 7→ d(h(z), u ◦ f(z)) is locally Lipschitz continuous
and its restriction to Br \ f−1(Z) is subharmonic by Proposition 6.14.
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Therefore it is subharmonic on Br thanks to Brelot extension theorem [60, Theorem
5.18]. Since it is zero on ∂Br, it is zero everywhere by the maximum principle. Therefore,
we have proved that u ◦ f : Br → ∆ is harmonic, and this finishes the proof. □

7. The Betti–Dolbeault correspondence and the Gm-action

Work of Corlette [27] and Mochizuki [84, Part 5] shows that every semisimple complex
local system admits an essentially unique pluriharmonic metric. Similarly, Simpson [112]
and Mochizuki [81] characterize the existence of pluriharmonic metrics on logarithmic
Higgs bundles. This yields a correspondence between semisimple complex local systems
and certain polystable logarithmic Higgs bundles. Strictly speaking parabolic structures
are needed to make this precise, but in the case of unipotent local monodromy on the Betti
side (and nilpotent residues of the Higgs field on the Dolbeault side) there is a canonical
such choice. In this section, we show the bijection in this special case is a homeomorphism
(for curves), and use it to transport the natural Gm-action on the Dolbeault side to the
unipotent local monodromy locus on the Betti side. This together with the density result
of Theorem 5.23 will allow us to produce R>0-fixed points (and in particular variations
of Hodge structures) in every irreducible component of a R>0-stable Zariski closed Q̄-
bialgebraic subset of MB(X).

7.1. Moduli spaces of logarithmic Higgs bundles. Let f : X̄ → S be a smooth
projective morphism to a scheme of finite type over C, and D ⊂ X̄ a relative nor-
mal crossing divisor. Let ΩX̄/S(logD) denote the sheaf of logarithmic differentials, and
TX̄/S(− logD) ⊂ TX̄/S be the subsheaf of the tangent sheaf dual to ΩX̄/S(logD).

Definition 7.1. A logarithmic Higgs sheaf on (X̄,D) over S is a coherent OX̄ -module
E on X̄ together with a morphism of OX̄ -modules θ : E → ΩX̄/S(logD) ⊗OX̄

E such
that θ ∧ θ = 0. Equivalently, it is a (left) SymTX̄/S(− logD)-module which is coherent
as a OX̄ -module. A Higgs bundle is a Higgs sheaf (E, θ) such that E is a locally free
OX̄ -module.

Fix OX̄(1) a relatively very ample line bundle on X̄. A logarithmic Higgs sheaf (E, θ)
on (X̄,D) over S is Gieseker semistable if the underlying OX̄ -module is flat over S, and if
for every geometric point s of S the restriction of E to the fibre X̄s is pure and Gieseker
semistable as a log-Higgs sheaf on (X̄s, Ds) (the Hilbert polynomial, the rank, and the slope
of Es are defined to be those of the underlying sheaf of OX̄s

-module.) One defines similarly
Gieseker stability, slope stability and slope semistability. It follows from [75, Theorem 4.3]
that for logarithmic Higgs sheaves with vanishing Chern classes, Gieseker-semistability
(resp. Gieseker-stability) is equivalent to slope-semistability (resp. slope-stability). (Since
X̄s is smooth, a coherent sheaf of pure dimension d = dim(X̄s) is the same thing as a
torsion-free coherent sheaf.)

Theorem 7.2. Let f : X̄ → S be a smooth projective morphism to a scheme of finite type
over C, and D ⊂ X̄ a relative normal crossing divisor. Fix OX̄(1) a relatively very ample
line bundle on X̄, a section ξ : S → X̄ and a positive integer r. Then,

(1) The functor which associates to any S-scheme T the set of isomorphism classes
of pairs ((E, θ), β), where (E, θ) is a rank r Gieseker-semistable logarithmic Higgs
bundle on (X̄T , DT ) over T , such that the Chern classes ci(Et) vanish in H2i(X̄t,C)
for all closed points t ∈ T , and β : ξ∗E ≃ OrT is a framing, is representable by a
quasiprojective complex algebraic variety RDol((X̄,D)/S, ξ, r).
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(2) Changing the framing β yields an action of the group GLr on RDol((X̄,D)/S, ξ, r),
and every point is semistable for this action (with respect to the an appropri-
ate linearized bundle obtained from OX̄(1)). The GIT quotient is a good quo-
tient MDol((X̄,D)/S, r) := GLr\\RDol((X̄,D)/S, ξ, r) that universally corepre-
sents the functor which to an S-scheme T associates the set of isomorphism classes
of Gieseker semistable logarithmic Higgs bundles (E, θ) on X̄T over T of Hilbert
polynomial rP0, such that the Chern classes ci(Et) vanish in H2i(X̄t,C) for all
closed points t ∈ T .

(3) The closed orbits in RDol((X̄,D)/S, r) correspond to direct sums of stable logarith-
mic Higgs bundles with vanishing rational Chern classes.

Proof. Let P0 denote the Hilbert polynomial of OX̄ . By applying [114, Theorem 4.10]
to the sheaf of rings of differential operators Λ = SymTX̄/S(− logD) and the Hilbert
polynomial P = rP0, it follows that the functor which associates to any S-scheme T the set
of isomorphism classes of pairs ((E, θ), β), where (E, θ) is a Gieseker-semistable logarithmic
Higgs sheaf on (X̄T , DT ) over T with Hilbert polynomial P , satisfying condition LF (ξ), and
β : ξ∗E ≃ OnT is a framing, is representable by a quasiprojective complex algebraic variety
RDol((X̄,D)/S, ξ, rP0). Let RDol((X̄,D)/S, ξ, r) be the disjoint union of the connected
components of RDol((X̄,D)/S, nP0) such that the rational Chern classes of the universal
family vanish in cohomology for all closed points. Since a slope semistable logarithmic
Higgs sheaf with vanishing Chern classes is locally free [75, Theorem 4.3], and Gieseker-
semistability implies slope semistability, a Gieseker-semistable logarithmic Higgs sheaf E
with vanishing rational Chern classes on (X̄T , DT ) over T is necessarily a logarithmic Higgs
bundle thanks to [114, Lemma 1.27]. It follows that the condition LF (ξ) is always satisfied,
and this finishes the proof of part (1). Parts (2) and (3) then follow from [114, Theorem
4.10]. □

Likewise, the stack quotient MDol((X̄,D)/S, r) := [GLr\RDol((X̄,D)/S, ξ, r)] is nat-
urally identified with the stack of rank r Gieseker-semistable logarithmic Higgs bundles
with vanishing rational Chern classes. In particular, for (X̄,D) a projective log smooth
pair, taking S = SpecC we letMDol(X̄,D, r) be the stack of Gieseker-semistable logarith-
mic Higgs bundles with vanishing rational Chern classes, which has as good moduli space
MDol(X̄,D, x, r). We denote the disjoint unions over all r by RDol(X̄,D, x),MDol(X̄,D)
and MDol(X̄,D).

The stack of Gieseker-semistable logarithmic Higgs bundles with vanishing rational
Chern classes and whose Higgs field has nilpotent residues is easily seen to be a closed
substack which we denote Mnilp

Dol((X̄,D)/S, r) = [GLr\Rnilp
Dol((X̄,D)/S, ξ, r)], with good

moduli space Mnilp
Dol ((X̄,D)/S, r) = GLr\\Rnilp

Dol((X̄,D)/S, ξ, r), in the relative case, and
Mnilp

Dol(X̄,D, r) and Mnilp
Dol (X̄,D, r) for S = SpecC.

7.1.1. The Gm-action. The algebraic group Gm acts on the complex algebraic variety
RDol((X̄,D)/S, ξ, r) by scaling the Higgs field. This action commutes with the action
of GLr on RDol((X̄,D)/S, ξ, r), hence it induces an action of Gm on the moduli stack
MDol((X̄,D)/S, r) and on its good moduli space MDol((X̄,D)/S, r) such that the mor-
phismsRDol((X̄,D)/S, ξ, r)→MDol((X̄,D)/S, r)→MDol((X̄,D)/S, r) are Gm-equivariant.
The closed subvarieties/substacks corresponding to nilpotent residues are Gm-stable, so we
also obtain Gm-actions onRnilp

Dol((X̄,D)/S, ξ, r),Mnilp
Dol((X̄,D)/S, r) andMnilp

Dol ((X̄,D)/S, r).
The fixed points of the action of Gm (or any infinite subgroup thereof) correspond to

the logarithmic Higgs bundles which come from complex variations of Hodge structure, cf.
[112, Theorem 8] and the proof of [82, Proposition 10.3].
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Proposition 7.3. For every x ∈MDol((X̄,D)/S, r), the morphism

Gm →MDol((X̄,D)/S, r), t 7→ t · x

extends uniquely to a morphism A1 →MDol((X̄,D)/S, r). The image of 0 ∈ A1 is fixed by
the action of Gm and therefore corresponds to a C-VHS.

Proof. The morphism Gm →MDol((X̄,D)/S, r) lifts to a morphism Gm →MDol((X̄,D)/S, r),
and it is sufficient to prove that the later extends uniquely to a morphism A1 →MDol((X̄,D)/S, r).
Assume that x ∈ MDol((X̄s, Ds), r). It follows from Langton’s theory (see [109, Proposi-
tion 10.1] or [74, Theorem 5.1]) that there exists a rank r Gieseker-semistable logarithmic
Higgs sheaf (E, θ) on (X̄s × A1, Ds × A1) over A1, whose restriction to Gm corresponds
to the morphism Gm →MDol((X̄,D)/S, r). By flatness of E over A1, the rational Chern
classes of E0 are also zero. Therefore (E0, θ0) is a rank r Gieseker-semistable logarithmic
Higgs bundle on (X̄s, Ds) by [75, Theorem 4.3], and E is locally-free by [114, Lemma
1.27]. □

7.2. The Riemann–Hilbert correspondence revisited. As already described in Sec-
tion 5.5, the Riemann–Hilbert correspondence does not provide an isomorphism between
MDR(X̄,D)an andMB(X)an in the non-proper case, but it will in restriction to the locus
with unipotent local monodromy.

Let (X̄,D) be a proper log smooth algebraic space and setX = X̄\D. LetMDR(X̄,D)good

denote the open substack ofMDR(X̄,D)an consisting of logarithmic connections such that
for each irreducible component Di of D no two eigenvalues of the residue map differ by a
nonzero integer [22].

Observe that for every σ ∈ Aut(C/Q), the good locus ofMDR(X̄,D)an is sent bijectively
to the good locus ofMDR(X̄

σ, Dσ)an.

Proposition 7.4. The restriction of the Riemann-Hilbert morphism RHgood
(X̄,D)

:MDR(X̄,D)good →
MB(X)an is a surjective local isomorphism of analytic stacks.

Proof. The existence of the Deligne canonical extension gives surjectivity (in fact surjectiv-
ity if we restrict the eigenvalues to lie in a chosen fundamental domain for the exponential
exp : C→ C∗).

To prove that that it is a local isomorphism, we analyze the relative obstruction theory.
We first show the relative deformation functor is unramified. For a small extension J →
A′ → A of artinian C-algebras, suppose V ′ → V is an extension of A′-local systems on
Xan lying over A′ → A, and suppose (E′,∇′) is a lift of V ′ to MDR(X̄,D)good. Letting
j : X := X̄ \D → X̄ be the open inclusion, we think of E′ as a subsheaf E′ ⊂ E′(∗D) ⊂
j∗(OXan⊗CXanV

′) of the meromorphic extension (as a A′⊗COX̄ -module), which is uniquely
determined by V ′. It is straightforward to show that the set of lifts (E′,∇′) of V ′ lying
above a fixed lift of (E,∇) of V is naturally a torsor under global sections of the kernel of

HomOX̄
(E0, E0(∗D)/E0) HomOX̄

(E0, E0(∗D)/E0)⊗ ΩX̄(logD)ad∇

where (E0,∇0) is the closed point underlying (E′,∇′). Locally near a smooth point of
D where q is a local defining equation for D, a section of the kernel is represented as a
principal part

∑
i≥−N q

−ifi for fi a section of EndOX̄
(E0) with f−N ̸= 0. Further, we have

0 = (ad∇)
∑
i≥−N

q−ifi =
∑
i≥−N

(
−iq−ifi ⊗

dq

q
+ q−i(ad∇)fi

)
= (−N +Res ad∇)fi mod (q1−N )
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so Res ad∇ must have N as an eigenvalue, and therefore two of the eigenvalues of Res∇
differ by N , which is a contradiction. Thus, lifts are unique if they exist.

Now, for any C-local system V0, any lift (E0,∇0) to the good locus is obtained via the
Deligne construction with respect to some choice of fundamental domain for the exponen-
tial. Moreover, for any artinian A and A-local system V , lifts of V with the fixed closed
point (E0,∇0) exist locally by the Deligne construction (which works just as well over
A), and are unique by the above, hence glue to a global lift. Thus, the map is a local
isomorphism. □

Let Mnilp
DR(X̄,D) ⊂ MDR(X̄,D) be the closed substack of logarithmic connections for

which the residue of the connection is nilpotent. Clearly,Mnilp
DR(X̄,D)an ⊂MDR(X̄,D)good.

On the nilpotent substack Gieseker and slope (semi)stability are equivalent (with respect
to any polarization) and semistability is automatic since the rational Chern classes of any
logarithmic connection with nilpotent residues vanish [43, Appendix B]. Moreover every
point is GIT-semistable by [114, Theorem 4.10]. Thus we may form the good moduli space
Mnilp
DR (X̄,D).
Denote by Munip

B (X) ⊂ MB(X) the closed substack of local systems with unipotent
local monodromy, and Munip

B (X) the good moduli space. We also define the corresponding
notions for the framed moduli space Rnilp

DR(X̄,D, x) and Runip
B (X,x).

Corollary 7.5. The restriction of the Riemann–Hilbert morphism gives isomorphisms
RHnilp

(X̄,D)
: Mnilp

DR(X̄,D)an → Munip
B (X)an, RHnilp

(X̄,D)
: Rnilp

DR(X̄,D, x)
an → Runip(X,x)an,

and RHnilp
(X̄,D)

:Mnilp
DR (X̄,D)an →Munip

B (X)an.

Proof. The claim for the stacks follows from Proposition 7.4 and the fact that the map is
bijective on points. The claim for the framed moduli spaces follows similarly. By [114,
Proposition 5.5], the analytifications of the good moduli spaces are universal categorical
quotient in the category of complex analytic spaces of the respective framed moduli spaces,
from which the last claims follows. □

7.3. Background on tame harmonic bundles. We recall the most important elements
of the theory of tame harmonic bundles, due to Corlette [27], Simpson in the proper case
[113] and the case of non-proper curves [112] and Mochizuki [82, 85] in general.

Let E be a C∞-complex vector bundle on a complex manifold X equipped with a flat
connection ∇. The choice of a smooth hermitian metric h on E induces a canonical de-
composition ∇ = ∇u+Ψ, where ∇u is a unitary connection on E with respect to h and Ψ
is self-adjoint for h. Both decompose in turn in their components of type (1, 0) and (0, 1):
∇u = ∂E + ∂̄E , Ψ = θ + θ∗. By definition, the metric h is pluriharmonic if the operator
∂̄E + θ is integrable, i.e. if the differentiable form (∂̄E + θ)2 ∈ A2(End(E)) is zero.

Definition 7.6. A harmonic bundle (E ,∇, h) (or equivalently (E , ∂̄E , θ, h)) on a complex
manifold X is the data of a C∞-complex vector bundle E equipped with a flat connection
∇ and a pluriharmonic metric h.

If (E ,∇, h) is a harmonic bundle, then the holomorphic bundle EDol := (E , ∂̄E) equipped
with the one-form θ ∈ A1(End(E)) defines a Higgs bundle. By definition, this means that
θ is a holomorphic one-form with values in End(EDol) that satisfies θ ∧ θ = 0.

Let D be a normal crossing divisor in a smooth projective complex algebraic variety X̄.
A harmonic bundle (E ,∇, h) on X := X̄ \D is called tame if the associated Higgs bundle
(EDol, θ) on X is the restriction of a logarithmic Higgs bundle (Ē, θ) on (X̄,D). (It is
sufficient that the coefficients of the characteristic polynomial of the Higgs field θ extends
as logarithmic holomorphic symmetric forms.) A tame harmonic bundle (E ,∇, h) on X is
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purely imaginary (resp. nilpotent) if the eigenvalues of the residues of θ in a logarithmic
extension (Ē, θ) of (EDol, θ) are purely imaginary (resp. zero). One easily checks that
these definitions do not depend on the choice of the log-compactification (X̄,D) and of
the extension (Ē, θ).

In general the correspondence between flat bundles and polystable Higgs bundles in-
volves parabolic structures on both sides. The details will not be important for us (see
[18] for a more in-depth discussion), as there are canonical choices when the residues of
the operators are nilpotent, but it is useful to recall the general idea. A parabolic sheaf
on (X̄,D) extending an algebraic sheaf E on X is a Rπ0(Dreg)-indexed decreasing filtration
Ē• of the associated meromorphic bundle j∗E on X̄ by coherent subsheaves satisfying a
semicontinuity condition and such that Ēα+ei = Ēα(−Di). A parabolic bundle is a par-
abolic sheaf which is Zariski-locally isomorphic to a direct sum of parabolic line bundles
(i.e. parabolic sheaves which are locally-free of rank 1). A locally free coherent exten-
sion Ē determines a parabolic bundle extending E by setting Ēα := E(

∑
−⌊αi⌋Di); such

a parabolic bundle is said to be trivial. A tame pluriharmonic metric naturally induces
a parabolic extension—the moderate growth extension—of the associated flat and Higgs
bundles according to order of growth of the norm. Finally, a local system admits a nat-
ural parabolic bundle extension—called the Deligne–Manin parabolic extension—via the
Deligne construction.

Theorem 7.7 (Mochizuki [85, Theorem 1.1]). Let (X̄,D) be a projective log smooth variety
with ample bundle L and set X = X̄ \D.

(1) A flat filtered regular λ-connection bundle (Ē•, D) is µL-polystable with vanishing
rational parabolic chern classes if and only if its restriction to X admits a tame
pluriharmonic metric for which the moderate growth parabolic extension agrees with
Ē•. The metric is unique up to flat automorphisms.

(2) For a tame harmonic bundle (E,∇, h) on X, the following are true:
(a) The parabolic structure on the associated filtered regular flat bundle is the

Deligne–Manin extension if and only if the tame harmonic bundle is purely
imaginary.

(b) The parabolic structure on the associated filtered regular Higgs bundle is trivial
if and only if the eigenvalues of the residues of the connection in the De Rham
realization have integral real part, or equivalently if the local monodromy in the
Betti realization has purely positive real eigenvalues.

Corollary 7.8. Fix (X̄,D) and L as above. There is an equivalence of categories via purely
imaginary tame harmonic bundles with unipotent local monodromy between semisimple
logarithmic flat vector bundles with nilpotent residues and µL-polystable logarithmic Higgs
bundles on X̄ with vanishing rational chern classes and nilpotent residues.

If f : X → Y is an algebraic morphism between two smooth quasiprojective complex
varieties, then the pull-back of a tame (resp. tame purely imaginary) harmonic bundle on
Y is a tame (resp. tame purely imaginary) harmonic bundle on X, see [85, Lemma 25.29].
In particular, one gets the following result.

Theorem 7.9 (Corlette, Mochizuki [84, Theorem 25.30]). Let f : X → Y be an algebraic
morphism between two smooth algebraic spaces. If V is a semisimple complex local system
on Y , then its pull-back f∗V is a semisimple complex local system on X.

Proof. The usual statement is for quasiprojective varieties. In general, there is an affine
subspace of X mapping to an affine subspace of Y [118, Tag 06NH], and we apply the
result to them. □

https://stacks.math.columbia.edu/tag/06NH
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Remark 7.10. Let X be a smooth quasiprojective complex variety. If (E,∇) is a semisim-
ple flat bundle on X, then thanks to Theorem 7.7 every choice of a tame purely imaginary
pluriharmonic metric h on (E,∇) will yield the same (algebraic) Higgs bundle on X.

Proposition 7.11 (See (21.19) in [85]). Let (E, θ, h) be a harmonic bundle on a Kähler
manifold X. Then the following equality between the energy density eu of the corresponding
twisted pluriharmonic map u and the norm of the Higgs field holds:

8 · |θ|2 = eu.

Proposition 7.12. Let (X̄,D) be a projective log smooth variety and set X = X̄ \ D.
Endow X with a Poincaré-type Kähler metric. Let (E, θ, h) be a purely imaginary tame
harmonic bundle on X. Then the following properties are equivalent:

(1) the eigenvalues of the local monodromy have modulus one,
(2) the residues of the Higgs field are nilpotent,
(3) (E, θ, h) has finite energy.

We say that a harmonic bundle on a Kähler manifoldX has finite energy if the associated
twisted pluriharmonic map has finite energy (of course this depends on the choice of the
metric on X).

Proof. The equivalence between (1) and (2) is a consequence of the table in [112, p.720].
Assume that the residues of the Higgs field are nilpotent, so that (E, θ, h) is a nilpotent
tame harmonic bundle. By [112, Theorem 1] and [80, Corollary 4.1], the norm of θ is
bounded with respect to the Poincaré-type metric on X, so that by Proposition 7.11
(E, θ, h) has finite energy. The implication (3) =⇒ (2) can be proved with arguments
similar to those appearing in the proof of Proposition 10.40 below. Since this implication
is not used in this paper, we leave the details to the interested reader. □

7.4. The nilpotent residue De Rham–Dolbeault comparison. Assume (X̄,D) is a
projective log smooth variety. Recall that Mnilp

Dol(X̄,D) ⊂ MDol(X̄,D) is the closed sub-
stack of semistable logarithmic Higgs bundles whose Higgs fields has nilpotent residues and
Mnilp
Dol (X̄,D) is its good moduli space, whose points correspond to polystable logarithmic

Higgs bundles with nilpotent residues. According to Corollary 7.8, solving for the harmonic
metric yields a bijective map of sets

(7.4.1) SMnilp
(X̄,D)

:Mnilp
Dol (X̄,D)(C)→Mnilp

DR (X̄,D)(C)

which is functorial with respect to pull-back along algebraic morphisms.
The main result of this subsection is the following:

Theorem 7.13. For a projective log smooth curve (X̄,D), the comparison SMnilp
(X̄,D)

is a
homeomorphism in the euclidean topology.

Corollary 7.14. For any projective log smooth variety (X̄,D), SMnilp
(X̄,D)

is a continuous

bijection. In particular, for any compact K ⊂Mnilp
Dol (X̄,D)(C) it induces a homeomorphism

K → SMnilp
X̄,D

(K).

Proof of Corollary 7.14 assuming Theorem 7.13. By an appropriate Lefschetz theorem (e.g.
[53, §II.5.1]), for a general sufficiently ample curve C ⊂ X, the inclusion i : C → X induces
a surjection i∗ : π1(C, x0)→ π1(X,x0) for x0 ∈ C. The pull-back i∗B :MB(X)→MB(C)
is therefore a closed immersion, as is the coarse map i∗B : MB(X) → MB(C); likewise
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for the unipotent local monodromy loci, and the nilpotent residues locus in the De Rham
realization, by Corollary 7.5. We have the commutative diagram:

Mnilp
Dol (X̄,DX) Mnilp

Dol (C̄,DC)

Mnilp
DR (X̄,DX) Mnilp

DR (C̄,DC).

i∗Dol

SMnilp

(X̄,DX )
SMnilp

(C̄,DC )

i∗DR

Since i∗DR is a closed immersion and both vertical maps are bijective on the level of sets,
it follows from the theorem that the left vertical map is continuous. □

The main step of the proof of Theorem 7.13 is the following:

Proposition 7.15. Let (X̄,D) be a projective log smooth curve with basepoint x ∈ X =
X̄ \ D. Let Ei = (Ei, ∂̄i, θi, hi, ϕi) be a sequence of framed rank r tame nilpotent har-
monic bundles on the curve X with unipotent local monodromy such that the coefficients
of the characteristic polynomial P (θi) are uniformly bounded (in the space of global log
symmetric forms) and such that the framing ϕi : (V0, h0)

∼=−→ (Ei,x, hi,x) respects the
metric. Then there is a framed tame nilpotent harmonic bundle (E∞, ∂̄∞, θ∞, h∞, ϕ∞)
with unipotent local monodromy and whose framing respects the metric such that, up
to passing to a subsequence, the associated sequence of framed logarithmic flat bundles
(ĒDRi ,∇i, ϕi) (resp. framed polystable logarithmic Higgs bundles (ĒDoli , θi, ϕi)) converges
in Rnilp

DR(X̄,D, x) (resp. Rnilp
Dol(X̄,D, x)) to (ĒDR∞ ,∇∞, ϕ∞) (resp. (ĒDol∞ , θ∞, ϕ∞)).

Throughout we use the following notation. For a complex manifoldM , we say a complex-
valued function on M is L∞

loc bounded if its restriction to any compact K ⊂ M is L∞-
bounded. Likewise for W 1,2

loc . We also use the following elementary fact.

Lemma 7.16. A family of smooth complex-valued functions f on the disk D for which
both f and ∂̄f are uniformly bounded in L∞

loc has relatively compact restriction to L∞(K)
for any compact K ⊂ D.

Proof. See for example [70, Chapter 3, Exercise 3.6]. This follows from the generalized
Cauchy inequality, which shows that such a family is locally uniformly Hölder continuous
with exponent 1− ϵ for any 0 < ϵ < 1, as well as the Arzelà–Ascoli theorem. □

Proof of Proposition 7.15. We begin with some general remarks. Let ∆ be the symmetric
space of positive definite hermitian forms on a fixed rank r vector space V0 and choose a
basepoint h0 of ∆. Given a harmonic bundle V := (V, ∂̄, θ, h) on a complex manifold M , a
basepoint m ∈M , and a metric framing ψ : (V0, h0)

∼=−→ (Vm, hm), using the flat connection
on V we obtain a pluriharmonic map fV,ψ : M̃ → ∆ which is equivariant with respect to
the monodromy representation ρV,ψ : π1(M,m)→ GL(V0).

Step 1. Let M be a simply-connected complex manifold equipped with a Riemannian
metric, m0 ∈ M a basepoint, and Vi = (Vi, ∂̄i, θi, hi) a sequence of harmonic bundles
on M with framings ψi : (V0, h0)

∼=−→ (Vi,m, hm). Assume the associated pluriharmonic
maps fVi,ψi

: M → ∆ have locally uniformly bounded energy. Then after passing to a
subsequence, the fVi,ψi

converge strongly in W 1,2
loc and L∞

loc to a (smooth) pluriharmonic
map f∞ : M → ∆. The resulting metrics hi on the trivial C∞ bundle C∞

M ⊗ V0 converge
strongly in W 1,2

loc and L∞
loc to h∞, and the operators ∂̄i, θi converge strongly in L∞

loc to
∂̄∞, θ∞.
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Proof. The statement about the convergence of the maps follows from Proposition 6.15.
As the harmonic metric is pulled back from ∆, the convergence statements follow for hi.
The harmonic metric h uniquely determines the operators ∂̄, θ, since the connection form
of ∂ + ∂̄ in the flat basis is 1

2h
−Tdh, which is also the matrix of −(θ + θ∗). Moreover, θi

(and therefore also the difference Ai := ∂̄i − ∂̄ ⊗ id) is uniformly L∞
loc bounded since the

coefficients of the P (θi) are uniformly bounded [113, Lemma 2.7]. Since ∂̄iθi = 0 we have
(∂̄⊗id)θi = −[Ai, θi], which is uniformly L∞

loc bounded. Thus, by Lemma 7.16, after passing
to a further subsequence, the operators ∂̄i, θi converge strongly in L∞

loc to ∂̄∞, θ∞. □

We now return to the setting of the proposition.

Step 2. After passing to a subsequence of the framed harmonic bundles in the proposition,
the monodromy representations ρEi,ϕi converge to a limit representation ρ∞ : π1(X,x)→
GL(V0) and there is a smooth pluriharmonic ρ∞-equivariant map f∞ : X̃ → ∆ to which
the fEi,ϕi converges strongly in W 1,2

loc and L∞
loc. Moreover, the resulting harmonic bundle

(E∞, ∂̄∞, θ∞, h∞) is tame and purely imaginary. Finally, for any relatively compact u ∈
U ⊂ X, there are identifications αi : Ei|U → E∞|U of C∞

U -bundles preserving the metric
at u such that, up to passing to a subsequence, αi∗hi (resp. αi∗∂̄i resp. αi∗θi) converge
strongly to h∞ (resp. ∂̄∞ resp. θ∞) in W 1,2

loc and L∞
loc (resp. L∞

loc resp. L∞
loc).

Proof. As in the previous step, by Proposition 7.11 the energies of the maps fEi,ϕi are
locally uniformly bounded. Choose loops γ1. . . . , γn generating π1(X,x). Applying Step 1
to a finite cover of each γi by simply-connected relatively compact open subsets x ∈ U ⊂ X,
it follows that, after passing to a subsequence, the monodromy operators ρEi,x(γj) are
constrained to lie in a compact subset of GL(V0), and therefore after passing to a further
subsequence it follows that the limit representation ρ∞ exists. For any γ ∈ π1(X,x), taking
a finite cover of X by simply connected x ∈ U ⊂ X, we have that fi|γŨ = ρEi,x(γ) ◦ fi|Ũ .
It follows that ρ∞(γ) ◦ f∞|Ũ agrees with f∞|γŨ on overlaps, and since the pointwise limit
of the fi is unique if it exists, the first claim follows from Step 1. The boundedness of
the characteristic polynomials implies the second claim. For the last claim, we may glue
together local identifications of the C∞ bundles via flat sections on finitely many relatively
compact simply-connected open sets using a fixed partition of unity, and the metrics and
operators will have the same convergence properties. □

Let D∗ be a disk neighborhood of a puncture of X with coordinate q and basepoint
u ∈ D∗. Choose framings χi : (V0, h0)

∼=−→ (Ei,u, hi,u), χ∞ : (V0, h0)
∼=−→ (E∞,u, h∞,u) be the

induced framings obtained via flat transport. It follows from Step 2 that the associated
harmonic maps fEi|D∗ ,χi

: D̃∗ → ∆ converge in W 1,2
loc and L∞

loc to fE∞|D∗ ,χ∞ .
Let V := OD⊗V0 be the trivial holomorphic bundle. We have a canonical identification

between V and the Deligne extension ĒDRi |D (resp. ĒDR∞ |D) of the flat bundle underlying
each Ei|D∗ (resp. E∞|D∗) by identifying, for each v ∈ V0, the constant section 1 ⊗ v of V
with ezNi ṽ (resp. ezN∞ ṽ), where ṽ is the flat continuation of χi(v) (resp. χ∞(v)), z = log q
and Ni, N∞ are the nilpotent local monodromy logarithms. Note that the Ni converge
to N∞. Let hVi , ∂̄

V
i , θ

V
i be the transport of the metrics and operators to C∞

D∗ ⊗ V0 via
this identification. Note that these operators converge in the same way to their limits on
C∞
D∗ ⊗ V0, since they differ from the flat trivialization by ezNi .
According to [82, Prop. 7.4] (taking U0 = {0} ⊂ (a − 1, a) in the notation therein),

there is a ∂̄Vi -holomorphic frame ei of CD∗ ⊗ V0 with the property that:
(1) Under the above identification, ei is a holomorphic frame of ĒDoli |D.
(2) hVi (ei(j)) ≤ C(ℑz)k for some k and some fixed constant C > 0.
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(3) C ′−1 ≤ hVi (det ei) ≤ C ′ for some fixed constant C ′ > 0, where det ei = ei(1) ∧
· · · ∧ ei(r).

Step 3. There is a ∂̄V∞-holomorphic frame e∞ of C∞
D∗ ⊗ V0 to which the frames ei converge

strongly in L∞
loc after passing to a subsequence. The limit frame e∞ satisfies properties

(1)-(3) above (with i =∞).

Proof. The frames ei are uniformly bounded in L∞
loc, hence converge weakly to an r-tuple

of sections e∞ in Lqloc for all q <∞. Since ∂̄Vi converges strongly in L∞
loc to ∂̄V∞, it follows

that ∂̄V∞e∞ = 0 weakly, so by ∂̄-regularity it follows that e∞ is in fact comprised of ∂̄V∞-
holomorphic sections. Let gi be the change of basis matrix from ei to e∞, which is L∞

loc
bounded.

Claim. The gi converge strongly in L∞
loc to id after passing to a subsequence.

Proof. Let ∂̄Vi = ∂̄V∞ + Bi, so Bi → 0 strongly in L∞
loc; we have ∂̄V∞gi = −giBi which

is uniformly L∞
loc bounded. Thus, by Lemma 7.16 the gi converge strongly in L∞

loc after
passing to a subsequence. □

Thus, the norms hV∞(e∞(j)) satisfy inequalities (2) and (3). In particular, hV∞(det e∞)
is nowhere vanishing on D∗, and neither vanishes nor goes to infinity faster than a power
of ℑz at the puncture. The extension ĒDol∞ is the moderate growth extension with respect
to h∞, so property (1) follows. □

By mapping the ei frame to e∞, we obtain holomorphic identifications βDoli : ĒDoli |D →
ĒDol∞ |D. From Steps 2 and 3, it follows that βDoli∗ hi (resp. βDoli∗ θi) converges to h∞ (resp.
θ∞) strongly in L∞

loc.

Step 4. With respect to any metric on ĒDol∞ |D, βi∗θi converges to θ∞ in L∞(End(ĒDol∞ |D)⊗
ωD(0)), possibly after shrinking D.

Proof. The βDoli∗ θi are a sequence of sections of a holomorphic vector bundle which converge
strongly in L∞

loc to a holomorphic section. The Cauchy integral formula implies both
uniform boundedness and equicontinuity on D, hence uniform convergence. □

Step 5. End of proof.

Using a fixed partition of unity, we may glue together the identifications αi : Ei|U →
E∞|U of the C∞ bundles of Step 2 on the complement U of small disk neighborhoods of
the punctures with the holomorphic identifications βDoli : ĒDoli |D → ĒDol∞ |D from Step
4 to obtain identifications ηi : C∞

X̄
⊗ ĒDoli → C∞

X̄
⊗ ĒDol∞ which preserve the metric

at a chosen basepoint x. We will therefore consider the operators ∂̄i, θi on a fixed C∞
X̄

bundle Ē ; from Steps 2 and 4 we deduce that they both converge to ∂̄∞, θ∞ in L∞ with
respect to any choice of metric, which in particular implies they converge in operator
norm as operators W 1,∞(ĒDol∞ ) → L∞(ĒDol∞ ⊗ ωX̄(D)). According to [114, Lemma 5.12],
this implies the corresponding sequence of framed polystable logarithmic Higgs bundles
(ĒDoli , θi, ϕi) converges to (ĒDol∞ , θ∞, ϕ∞). The convergence in the De Rham realization
follows from the convergence of the monodromy representations, by Riemann–Hilbert. □

Let (V0, h0) be a fixed vector space with a hermitian form of the relevant rank. As in [115,
§7], we denote byRnilp

DR(X̄,D, x)(C)
(V0,h0) ⊂ Rnilp

DR(X̄,D, x)(C) (resp. Rnilp
Dol(X̄,D, x)(C)

(V0,h0) ⊂
Rnilp
Dol(X̄,D, x)(C)) the subspace of semisimple logarithmic connections with nilpotent residues

(resp. polystable logarithmic Higgs bundles with nilpotent residues and trivial Chern class)
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which are framed at x and which admit a tame purely imaginary harmonic metric which
is identified with h0 at x via the framing.

As in [115, §7] we deduce from Proposition 7.15:

Corollary 7.17. The correspondence

RSM
nilp,(V0,h0)

(X̄,D)
: Rnilp

Dol(X̄,D, x)(C)
(V0,h0) → Rnilp

DR(X̄,D, x)(C)
(V0,h0)

is a homeomorphism.

Proof. To show a bijection f : X → Y of metric spaces is continuous, it suffices to
show any convergent sequence in the source xi → x∞ has a subsequence such that
f(xi) → f(x∞). For any sequence of points (ĒDoli , θi, ϕi) in Rnilp

Dol(X̄,D, x)(C)
(V0,h0) con-

verging to (ĒDol∞ , θ∞, ϕ∞) in Rnilp
Dol(X̄,D, x)(C), the image in Mnilp

Dol (X̄,D) converges, hence
the corresponding sequence of framed harmonic bundles satisfies the condition of the propo-
sition, and the images RSMnilp

X̄,D
(ĒDoli , θi, ϕi) converge to RSMnilp

X̄,D
(ĒDol∞ , θ∞, ϕ∞) up to

passing to a subsequence. This shows continuity of SMnilp
X̄,D

.
To show continuity of the inverse, observe that one can construct harmonic maps by

minimizing the energy (see Theorem 6.8). Since for K ⊂ Runip
B (X,x, r) compact there

are ρ-equivariant maps fρ : X̃ → ∆ with uniformly bounded energy for all ρ ∈ K, for
example by the construction of an initial metric as in [62, section 2.4], it follows that a
given convergent sequence of points in the target (ĒDRi ,∇i, ϕi)→ (ĒDR∞ ,∇∞, ϕ∞) can be
lifted to a sequence of harmonic bundles satisfying the conditions of the proposition, hence
converges in the Dolbeault realization. □

Corollary 7.18. Rnilp
DR(X̄,D, x)(C)

(V0,h0) →Mnilp
DR (X̄,D)(C) and Rnilp

Dol(X̄,D, x)(C)
(V0,h0) →

Mnilp
Dol (X̄,D)(C) are proper.

Proof. The Dolbeault part is immediate from Proposition 7.15. For the De Rham part,
according to the Kempf–Ness theorem (specifically in the form [103, (4.7) Corollary]), there
is a subset S ⊂ RB(X,x, r)(C) such that S →MB(X, r)(C) is proper with respect to the
euclidean topology. Thus, by lifting each simple factor and passing to a subsequence there
is a convergent lift (ĒDRi ,∇, ϕ′i) of (ĒDRi ,∇i) to Rnilp

DR(X̄,D, x)(C)
ss. By the argument

of the previous corollary, the sequence of tame nilpotent harmonic bundles associated to
(ĒDRi ,∇, ϕ′i) has uniformly bounded energy, and the same will be true after modifying the
framings to get a lift (ĒDRi ,∇, ϕi) to Rnilp

DR(X̄,D, x)(C)
(V0,h0). Passing to a subsequence,

there is then a limit by the proposition. □

Proof of Theorem 7.13. The previous two corollaries imply that any convergent sequence
on either side of (7.4.1) corresponds to a convergent sequence on the other side after passing
to a subsequence. □

7.5. The R>0-action on the Betti realization. Let (X̄,D) be a projective log smooth
variety and set X = X̄ \ D. Let L be an ample line bundle on X̄. If (E∗, θ) is a µL-
polystable regular filtered Higgs bundle on (X̄,D) with vanishing first and second rational
parabolic Chern classes, then (E∗, t · θ) is a µL-polystable regular filtered Higgs bundle on
(X,D) with vanishing first and second rational parabolic Chern classes for every t ∈ C∗.
Moreover, if t ∈ R>0, (E∗, θ) is purely imaginary if and only if (E∗, t·θ) is purely imaginary.
Therefore, using the correspondence between semisimple complex local systems on X and
purely imaginary µL-polystable regular filtered Higgs bundle on (X̄,D) with vanishing first
and second rational parabolic Chern classes (which follows from Theorem 7.7), we get a
set-theoretic action of R>0 on the points of the good moduli space MB(X)(C). Moreover,
this action extends to a C∗-action on Munip

B (X)(C) by Corollary 7.8.
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Lemma 7.19 (Simpson, Mochizuki). A semisimple complex local system V underlies
a complex variation of pure Hodge structures if and only if the corresponding point of
MB(X)(C) is fixed by R>0 (or any infinite subgroup thereof).

Proof. The same argument as in [112, Theorem 8] works given the correspondence Theo-
rem 7.7. □

Remark 7.20. For a µL-polystable regular filtered Higgs bundle (E∗, θ) (with no con-
dition on the residues) we can still associate a local system to (E∗, t · θ) for t ∈ C∗.
Choosing a hermitian metric h0 on a framing space V0 and framing compatibly with
the harmonic metric, Mochizuki proves [82, Theorem 10.1] that the resulting map C∗ →
U(V0, h0)\RB(X,x)(C)(V0,h0) (which is independent of choices) is continuous. In particu-
lar, the map to MB(X)(C) is continuous. Moreover, the image of D∗ is relatively compact
[82, Lemma 10.2]. This does not yield an action on MB(X)(C) however, since the family
depends on the choice of parabolic structure on the initial local system, and the resulting
parabolic structure on the translate may not be the Deligne–Manin parabolic structure.

It follows from the functoriality of the Simpson–Mochizuki correspondence that the R>0

action (i) is independent of the choice of compactification, and therefore (ii) can be defined
functorially for connected normal algebraic spaces:

Lemma 7.21. There is a unique extension of the R>0-action to MB(X)(C) for any con-
nected normal algebraic space X which is functorial with respect to pullback and agrees with
the above description for X = X̄ \D where (X̄,D) is projective log smooth.

Proof. Functoriality with respect to morphisms f : X → Y of smooth varieties is standard.
For X a connected normal algebraic space, we must define the action on MB(X) via the
embedding MB(X) ⊂ MB(U) induced by restriction to any smooth affine U ⊂ X. It
remains to check compatibility with respect to pullback. Let f : X → Y be a morphism
of connected normal algebraic spaces, let π : Ỹ → Y be a resolution. There is a proper
generically finite dominant morphism g : X̃ → X with X̃ smooth such that X̃ → Y lifts
to f̃ : X̃ → Ỹ , and there is a dense open smooth subset U ⊂ X for which the base-
change gU : Ũ → U of g is finite étale. It suffices to check that in the pullback diagram
on the right induced by the commutative diagram on the left, the bottom map must be
R>0-equivariant.

Ũ Ỹ MB(Ũ) MB(Ỹ )

U Y MB(U) MB(Y ).

gU

f̃U

π

f̃∗U

fU

f∗U π∗

f∗U

Since MB(U)→MB(Ũ) is quasifinite and each R>0-orbit is continuous, it follows that the
inverse image of any R>0-orbit in MB(Ũ) is a disjoint union of R>0-orbits in MB(U) each
of which maps isomorphically and equivariantly onto its image. For V ∈ MB(Y )(C), the
image f∗UR>0V is thus one of the components of the preimage of f̃∗Uπ

∗R>0V , hence f∗U is
equivariant. □

The similarity with the compact case is restored if we restrict our attention to local
systems with unipotent local monodromy using Theorem 7.13: for a projective log smooth
curve (X̄,D), we obtain a continuous action of C∗ on Munip

B (X). Our main use of Theo-
rem 7.13 will be for the following:

Theorem 7.22. Let X be a connected normal algebraic space. Let Σ be a R>0-stable
C-constructible subset of Munip

B (X)(C). Then
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(1) Σ is R>0-stable.
(2) Each irreducible component of Σ is R>0-stable.
(3) For any V ∈ Σ, the R>0-orbit of V completes to a continuous map R≥0 → Σ and

the image of 0 is a C∗-fixed point.
In particular, every irreducible component of Σ contains a C∗-fixed point.

Before the proof we establish some preliminary facts.

Lemma 7.23. Let X be a reduced algebraic space and Xball ⊂ Xan the open subset of
points of Xan with a neighborhood homeomorphic to a ball. Then taking closure gives a
bijection from connected components of Xball to irreducible components of X.

Proof. We first claim that the inclusionXreg ⊂ Xball of the regular locus induces a bijection
on connected components. Observe that the dimension of a ball neighborhood of a point
is a locally constant function on Xball, hence constant on connected components, so we
may assume it is constant and equal to n. Since Xball can be given a countable locally
finite finite-dimensional triangulation such that Xball \Xreg is a subcomplex of dimension
≤ n− 2, from the long exact sequence in Borel–Moore homology we have

0 = HBM
n (Xball \Xreg)→ HBM

n (Xball)→ HBM
n (Xreg)→ HBM

n−1(X
ball \Xreg) = 0

whence the claim.
To finish, it remains to observe that since Xreg is dense in Xball, each connected compo-

nent of Xreg has the same closure as the corresponding connected component of Xball. □

Corollary 7.24. Let X be a reduced algebraic space. Let f be a homeomorphism of the
set X(C) equipped with the euclidean topology. Then f sends every irreducible component
of X(C) homeomorphically onto a (possibly different) irreducible component of X(C).

Proposition 7.25. Let (X̄,D) be a proper log smooth algebraic space and set X = X̄ \D.
Let Σ be a C∗-stable (resp. R>0-stable) Zariski closed subset of Munip

B (X)(C). Then, every
irreducible component of Σ is C∗-stable (resp. R>0-stable).

Proof. By taking a projective modification, Lefschetz, and functoriality of the C∗-action, we
may assume X is a curve. By Theorem 7.13, the map C∗×Munip

B (X)(C)→Munip
B (X)(C)

defining the action of C∗ on Munip
B (X)(C) is continuous. Therefore, the induced map

C∗ × Σ → Σ is also continuous, so each t ∈ C∗ acts as a homeomorphism on Σ. By
Corollary 7.24, t sends each irreducible component of Σ to an irreducible component of Σ.
Therefore we get an action of C∗ on the set of irreducible components of Σ. Since the map
C∗×Σ→ Σ is continuous, this action is locally constant. Since C∗ is connected and 1 ∈ C∗

acts by the identity, we get that the action of C∗ stabilizes every irreducible component of
Σ. The proof for the R>0-stable case is the same. □

Proof of Theorem 7.22. Again by taking a projective modification and Lefschetz we may
assume X is a curve. Then (1) and (2) follow immediately from Theorem 7.13 and Propo-
sition 7.25. For (3) we may then assume that Σ is Zariski closed and irreducible. Thanks
to Corollary 7.5 and Theorem 7.13, the comparison map Mnilp

Dol (X̄,D)(C)→Munip
B (X)(C)

is a homeomorphism. For any (E, θ) ∈Mnilp
Dol (X̄,D)(C), the limit of (E, t · θ) when t goes

to zero exists in Mnilp
Dol (X̄,D)(C) by Proposition 7.3 and it is a C∗ fixed point. If (E, θ)

corresponds to a point in Σ, since Σ is closed and R>0-stable, the limit is a C∗-fixed point
in Σ. □

Corollary 7.26. Let X be a connected normal algebraic space and Σ ⊂MB(X) a nonempty
R>0-stable subset of semisimple local systems with quasiunipotent local monodromy. Then
Σ contains a R>0-fixed point.
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Proof. By the functoriality of the R>0-action, we may assume X is smooth and quasipro-
jective. For any V ∈ Σ, there is a finite étale cover π : X ′ → X (see Proposition 8.2) such
that π∗V ∈ Munip

B (X ′)(C). The R>0-orbit of π∗V has a limit at t → 0 in π∗Σ, by Theo-
rem 7.22. By [82, Lemma 10.2] (see Remark 7.20), the R>0-orbit of V has an accumulation
point in Σ as t → 0. Since any lift of an R>0-fixed point of Munip

B (X ′) to Munip
B (X) is

R>0-fixed (since variations of Hodge structures push forward under finite étale maps and
factors of local systems underlying variations underlie variations [33, Proposition 1.13]), it
follows that Σ contains a R>0-fixed point. □

8. The Deligne–Hitchin space

In this section we use the Deligne–Hitchin space equipped with its Gm to get around
the lack of a R>0-action on the Betti stack. See the works of Simpson [109, 111, 107] for
related discussions and results.

8.1. From quasiunipotent to unipotent.

Proposition 8.1. Let R ⊂ C be a finitely generated Z-algebra. Let N be a positive integer.
Then there exists a maximal ideal I ⊂ R such that the reduction morphism R → R/I is
injective in restriction to the N -roots of unity.

Proof. The integral closure S of Z in R is a finitely generated Z-algebra which contains
the roots of unity of R. If such an ideal J ⊂ S exists for S then we may take I to be any
maximal ideal containing J . Thus we may assume R ⊂ Q̄. The fraction field K ⊂ Q̄ of
R is a number field, and R differs from OK only at finitely many places. Therefore one
can assume from the beginning that R = OK . If a ∈ R \ {1} satisfies a− 1 ∈ I, then the
norm of I divides the norm of 1 − a. The result follows by letting a being any N -root of
unity. □

Proposition 8.2. Let X be a connected complex algebraic variety. Let ρ : π1(X) →
GL(n,C) be a representation with quasi-unipotent local monodromy. Then there exists
a finite étale cover X ′ → X such that the corresponding finite index subgroup π1(X

′) of
π1(X) contains ker ρ and ρ|π1(X′) has unipotent local monodromy.

Proof. Since π1(X) is finitely generated, ρ takes values in GL(n,R) for R ⊂ C a finitely gen-
erated Z-algebra. Let N be a positive integer such that the eigenvalues of the monodromies
at infinity of ρ are all N -roots of unity. Thanks to the Proposition 8.1, there exists a max-
imal ideal I ⊂ R such that the reduction morphism R→ R/I is injective in restriction to
the N -roots of unity. Then one can take for X ′ → X the finite étale cover corresponding
to the kernel of the composed morphism π1(X)→ GL(n,R)→ GL(n,R/I). □

Proposition 8.3. Let X be a connected complex algebraic variety and Σ ⊂ MB(X)(C)
a constructible subset containing only local systems with quasiunipotent local monodromy.
Then there exists a finite étale cover X ′ → X corresponding to a finite quotient of the image
of the monodromy representation of

⊕
V ∈Σ V such that the image of Σ in MB(X

′)(C)
consists only of elements with unipotent (rather than quasiunipotent) local monodromy.

Proof. It is sufficient to consider the case where Σ is an irreducible locally closed subset
of MB(X)(C). For every finite étale cover X ′ → X, consider the closed algebraic subset
Σ′ of Σ consisting of the elements whose pull-back to X ′ have unipotent (rather than
quasiunipotent) local monodromy. It follows from the assumption and Proposition 8.2
that the union of all those subsets is equal to Σ. It follows from Baire’s category theorem
that there exists a finite étale cover X ′ → X such that Σ′ has non-empty interior in Σ (for
the euclidean topology). Since Σ is irreducible and Σ′ is a closed algebraic subset of Σ, it
follows that Σ′ = Σ. □
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8.2. Construction of the Deligne–Hitchin space. The construction here is largely
based on Simpson’s description [109]; see [111, 107] for some related discussion.

Let (X̄,D) be a connected log smooth algebraic space with X = X̄ \D andMHod(X̄,D)
the stack of logarithmic λ-connections. Precisely, an S-point ofMHod(X̄,D) consists of a
triple (λ, Ē,∇) where λ ∈ OS(S) and Ē is a locally free OX̄×S-module on X̄S := X̄ × S
equipped with a flat logarithmic λ-connection ∇—that is, an operator ∇ : E → E ⊗
ΩX̄S/S

(logDS) satisfying ∇(fs) = λs ⊗ dX̄f + f∇s and ∇2 = 0. As for the De Rham
stack, MHod(X̄,D) is a countably finite type algebraic stack (see 5.4 for the definition of
this notion, and [111, §2] for general references on representability). There is a natural
morphism λ :MHod(X̄,D) → A1, as well as a Gm-action on MHod(X̄,D) by scaling the
connection which covers the scaling action on A1.

It will often be simpler to consider the framed space RHod(X̄,D, x) for x ∈ X, whose S-
points are S-points (λ, Ē,∇) ofMHod(X̄,D) together with an isomorphism ϕ : Ē|x×S

∼=−→
Ork Ē
S . Then RHod(X̄,D, x) is a countably finite type algebraic space which comes with

a morphism λ : RHod(X̄,D, x) → A1 and a Gm-action. Clearly, the rank r substack
MHod(X̄,D, r) is identified with the quotient [GLr\RHod(X̄,D, x, r)] of the framed rank
r space.

The symmetry offered by the C∞ perspective motivates the construction of the Deligne–
Hitchin space, so we describe it informally. An S-point of MHod(X̄,D)an in particular
gives a AX̄S

= C∞
X̄

⊠OS-module Ē on X̄an
S together with a flat λ∂Xan + ∂̄Xan connection

D = ∇ + ∂̄Ē on E := Ē |Xan , where ∂̄Ē is the holomorphic structure on Ē. Note that
∇ = D1,0 and ∂̄Ē = D0,1. These are the same types of operators that define a variation
of mixed twistor structures, restricted to P1 \ ∞. As realized by Simpson and Sabbah
[112, 98], the eigenvalues of the residues of the λ-connection associated to a variation of
mixed twistor structures behave in a regular way, although it depends on the parabolic
structures as well. For λ ∈ C, define the bijection (see [98]) kλ : R× C→ R× C by

(8.2.1) kλ(a, α) = (pλ(a, α), eλ(a, α))

{
pλ(a, α) := a+ 2ℜ(λᾱ)
eλ(a, α) := α− aλ− ᾱλ2.

For any λ ∈ C the set of pairs (a, α) ∈ R × C where α is an eigenvalue of the residue of
the logarithmic extension occurring in the ath graded piece of the parabolic structure in
the λ specialization is called the KMS-spectrum at λ. The KMS-spectrum at λ is then the
image under kλ of the KMS-spectrum of the λ = 0 specialization.

For n ∈ N, denote by R
qu|n
Hod (X̄,D, x) ⊂ RHod(X̄,D, x) the closed subspace of λ-

connections with residues contained in λ · ( 1nZ ∩ (−1, 0]) ⊂ C. Let Rqu|n,loc
Hod (X̄,D, x) be

the germ of an open neighborhood of Rqu|n
Hod (X̄,D, x)

an in RHod(X̄,D, x)
an. It is useful for

example to keep in mind the open neighborhoods for which the λ-connection has residual
eigenvalues in λ ·Bϵ( 1nZ ∩ (−1, 0]), where for Ξ ⊂ C we let Bϵ(Ξ) be the union of radius ϵ
balls centered at points of Ξ and ϵ < 1

2n is sufficiently small.
Let (X̄c, D̄c) be the complex conjugate variety. There is a natural holomorphic isomor-

phism15 R
qu|n,loc
Hod (X̄,D, x)|Gm

∼= R
qu|n,loc
Hod (X̄c, Dc, x)|Gm covering the involution λ 7→ λ−1

and locally equivariant with respect to the Gm-action after twisting by t 7→ t−1 on the

15The construction is usually described via an isomorphism R
qu|n,loc
Hod (X̄,D, x)|Gm

∼=
R

qu|n,loc
Hod (X̄,D, x)c|Gc

m
given as (λ, E ,D , ϕ) 7→ (−λ̄−1, (E∨)c,−λ̄−1(D0,1∨)c + λ̄−1(D1,0∨)c), but

as (λ, E ,D) 7→ (−λ̄, (E∨)c,−(D0,1∨)c + (D1,0∨)c) gives an identification Rqu|n,loc(X̄c, Dc, x)
∼=−→

Rqu|n,loc(X̄,D, x)c these give the same space. Note however with this description we would then take the
residual eigenvalues to lie in a neighborhood of λ · 1

n
Z ∩ [0, 1) in the target.
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target which is described as follows. For an S-point of Rqu|n,loc
Hod (X̄,D, x)|Gm given by

(λ, Ē,∇, ϕ) = (λ, Ē ,D , ϕ), the rescaled framed connection (Ē , λ−1D1,0 +D0,1, ϕ) is a fam-
ily of flat connections whose residues have eigenvalues contained in (−1 + ϵ, ϵ] + iR. It
follows that the extension is the Deligne extension of the underlying family of framed local
systems S → RB(X,x)

an, which works in families since the eigenvalues of the local mon-
odromy admit a continuous logarithm. We can form the antiholomorphic Deligne extension
(Ē ′,D0,1+λ−1D1,0, ϕ) with eigenvalues in (−1+ ϵ, ϵ]+ iR, and rescaling (λ−1, Ē ′, λ−1D , ϕ)

provides the required S-point of Rqu|n,loc
Hod (X̄c, Dc, x)|Gm . Gluing R

qu|n,loc
Hod (X̄,D, x) to

R
qu|n,loc
Hod (X̄c, Dc, x) via this identification we obtain a countably finite type complex an-

alytic space R
qu|n,loc
DH (X̄,D, x) with an analytic map π : R

qu|n,loc
DH (X̄,D, x) → P1, re-

stricting to the corresponding structure on the two RHod spaces. We similarly construct
Mqu|n,loc

DH (X̄,D) by gluing, and identifyMqu|n,loc
DH (X̄,D) with the quotient ofRqu|n,loc

DH (X̄,D, x)
by GLr(C). The derivation Θ associated to the Gm-action glues to give a natural global
derivation Θ compatibly on Mqu|n,loc

DH (X̄,D) and R
qu|n,loc
DH (X̄,D, x). In fact, the Gm-

action on RDH(X̄,D, x) stabilizes Rqu|n
DH (X̄,D, x), so there is a well-defined Gm-action

on Rqu|n,loc
DH (X̄,D, x) as a germ of an analytic space containing Rqu|n

DH (X̄,D, x) as a closed
subspace.

The moduli functor of Rqu|n,loc
DH (X̄,D, x, r) is described as follows. For an analytic space

S, an S-point of Rqu|n,loc
DH (X̄,D, x, r) yields a tuple (π, E , Ē, Ē′,D , ϕ) where:

(1) π : S → P1 is a morphism;
(2) E is a C∞

X ⊠OS-module on XS ;
(3) D : E → E ⊗ ΩXS/S(1) is a flat x∂XS/S + y∂̄XS/S connection, where x, y are fixed

sections of OP1(1) vanishing at 0,∞. We require that:
(a) Using the trivialization y of π∗OP1(1) on S0 := π−1(P1 \0), (E ,D0,1) is a rank

r locally free holomorphic vector bundle on XS0 and Ē is a locally free OX̄S
-

module extension (meaning it comes equipped with an isomorphism j∗S0
Ē →

(E ,D0,1)), where jS0 : XS0 → X̄S0 is the inclusion) to which D1,0 extends as
a flat logarithmic connection.

(b) Using the trivialization x of π∗OP1(1) on S∞ := π−1(P1 \ ∞), (E ,D1,0) is a
rank r locally free holomorphic vector bundle on Xc

S0
and Ē′ is a locally free

OX̄c
S
-module extension to which D0,1 extends as a flat logarithmic connection.

(4) ϕ : E|x×S
∼=−→ OrS is a framing.

Moreover, any such (π, E , Ē, Ē′,D , ϕ) on S arises from a morphism S → R
qu|n,loc
DH (X̄,D, x, r)

after shrinking to a sufficiently small neighborhood of the closed analytic space Squ|n ⊂ S
where the residual eigenvalues of (Ē,D1,0) (resp. (Ē′,D0,1)) are contained in λ · ( 1nZ ∩
(−1, 0]) (resp. −λ−1 · ( 1nZ ∩ (−1, 0])).

Remark 8.4. Note that S-points of Mqu|n,loc
DH (X̄,D) are tuples (π, E , Ē, Ē′,D) that are

trivializable over x, which is a nontrivial condition. In fact, we could have twisted the
above gluing to produce a version of RDH and MDH where E|x×S ∼= π∗F where F is a
fixed locally free sheaf on P1.

Remark 8.5. The global construction of the Deligne–Hitchin space is complicated by both
the monodromy of the residual eigenvalues if they are allowed to roam freely, and “resonant”
phenomena when they differ by integers (as in Proposition 7.4). This is more seriously
contended with in recent work of Simpson [111, 107], although there the “generic” case is
assumed. By the results of Section 5, bialgebraic substacks of MB(X) are determined by
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their germ around the quasiunipotent local monodromy locus, and neither issue arises in
the germ of the Deligne–Hitchin space around this locus.

The following is straightforward; we leave the proof to the reader.

Lemma 8.6. Let f : (X̄,D) → (Ȳ , E) be a morphism of log smooth pairs compatible
with a choice of basepoints. Then there are pullback morphisms f∗ : Mqu|n,loc

DH (Ȳ , E) →
Mqu|n,loc

DH (X̄,D) and f∗ : R
qu|n,loc
DH (Ȳ , E, y) → R

qu|n,loc
DH (X̄,D, x) of analytic stacks (up to

shrinking).

8.3. Preferred sections and twistor germs. Variations of twistor structures yield sec-
tions of the Deligne–Hitchin space:

Lemma 8.7. To every C-AVMTS (E ,W•E ,D) with quasiunipotent local monodromy on X,
there is a functorially associated filtered logarithmic locally free extension (E ,W•E , Ē, Ē′,D)
on X̄P1 in the above sense whose residues have eigenvalues in λ · ( 1nZ ∩ (−1, 0]).

Proof. By the above discussion, the family of flat connections λ−1D1,0 on (E ,D0,1) has
constant residual eigenvalues in (−1, 0] and the Deligne extension provides such extensions
Ē, Ē′ outside of the codimension 2 subset D × 0 ∪ D ×∞ in X̄P1 . The existence of the
claimed extensions Ē, Ē′ therefore reduces to the local existence, which is by assumption
the case for a mixed twistor D-module (see [86, §9]). □

Corollary 8.8. Let A an artinian T(0)-MTS-algebra and E = (E ,W•E ,D) an A-AVMTS
on X with quasiunipotent local monodromy whose eigenvalues have order dividing n. Then
E is pulled back via a P1-morphism SpecA → Mqu|n,loc

DH (X̄,D). If in addition there

is a framing ϕ : Ex
∼=−→ Ar, then (E , ϕ) is pulled back via a P1-morphism SpecA →

R
qu|n,loc
DH (X̄,D, x).

Proof. We can interpret the extension (E ,W•E , Ē, Ē′,D) on X̄P1 given by applying the
lemma to the underlying C-AVMTS together with its action by the sheaf of rings A as
such a tuple on X̄SpecA. □

Definition 8.9. A quasiunipotent preferred section is a section of Mqu|n,loc
DH (X̄,D) → P1

or Rqu|n,loc
DH (X̄,D, x)→ P1 as in Corollary 8.8 resulting from a weight 0 C-VTS (that is, a

tame purely imaginary harmonic bundle) with quasiunipotent local monodromy.

Note the image of a quasiunipotent preferred section is contained in Mqu|n,loc
DH (X) or

R
qu|n
DH (X̄,D, x). We now specialize to the framed spaces, but there are versions of the

following discussion for MDH , provided we replace all formal isomorphism claims with a
miniversality claim.

Corollary 8.10. For any (V, ϕ) ∈ Rqu|n
B (X,x)(C)ss we have:

(1) The associated framed Deligne extension (VDR, ϕ) ∈ Rqu|n
DR (X̄,D, x)(C) (with resid-

ual eigenvalues in (−1, 0]).
(2) A framed quasiunipotent preferred section s(V,ϕ) of π : Rqu|n,loc

DH (X̄,D, x)→ P1 spe-
cializing to (VDR, ϕ) at λ = x/y = 1.

(3) A uniquely determined pro-T(0)-MTS-algebra ÔRB(X,x),(V,ϕ) and a morphism

ŝRB(X,x),(V,ϕ) : Spec ÔRB(X,x),(V,ϕ) → R
qu|n,loc
DH (X̄,D, x)
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fitting into a commutative diagram

P1 Spec ÔRB(X,x),(V,ϕ) R
qu|n,loc
DH (X̄,D, x)

P1.

0

s(V,ϕ)

ŝRB(X,x),(V,ϕ)

π

Moreover, the specialization to λ = 1 of ŝRB(X,x),(V,ϕ) is a formal isomorphism to
the formal completion of Rqu|n,loc

DR (X̄,D, x) at (VDR, ϕ).

Proof. By Theorem 4.2 and Proposition 7.4. □

Lemma 8.11. In the notation of the previous corollary, for any (V, ϕ) ∈ Rqu|n
B (X,x)(C)ss,

the morphism

(8.3.1) ŝRB(X,x),(V,ϕ) : Spec ÔRB(X,x),(V,ϕ) → R
qu|n,loc
DH (X̄,D, x)

is a formal isomorphism to the formal completion of Rqu|n,loc
B (X̄,D, x) along s(V,ϕ) over

Gm. If X is a curve and n = 1, the same is true over all of P1.

Proof. We first reduce to the claim assuming X is a curve. If i : C → X is a morphism
from a smooth affine curve such that i∗ : π1(C, c) → π1(X,x) is surjective (which exists
by Lemma 4.9), we have a commutative diagram

Spec ÔRB(X,x),(V,ϕ) R
qu|n,loc
DH (X̄,D, x)

Spec ÔRB(C,c),(i∗V,i∗ϕ) R
qu|n,loc
DH (C̄,DC , c)

ŝRB(X,x),(V,ϕ)

i∗ i∗

ŝRB(C,c),(i∗V,i∗ϕ)

The pullback i∗ is a closed immersion in the Betti realization, hence also in the De
Rham realization (locally around the chosen component of the quasiunipotent locus).
By Lemma 4.35, the left morphism is a closed immersion, while by the Gm-action on
R

qu|n,loc
Hod (X̄,D, x)|Gm the right morphism is a closed immersion over Gm. Thus, if the bot-

tom morphism is an isomorphism on completions over Gm, the top morphism is a closed
immersion on completions over Gm. For any t ∈ C∗, taking V ′ = tV we may consider
a framed quasiunipotent preferred section s′ := s(V ′,ϕ′) such that t−1s(t) = s′(1), where
s = s(V,ϕ). It then follows by acting by t that there is a surjection of the λ = 1 specializa-
tion of ÔRB(X,x),(V ′,ϕ′) onto the λ = t specialization ÔRB(X,x),(V,ϕ), so in particular we have
an inequality of the dimensions of the graded pieces with respect to the maximal ideal. By
Lemma 4.35 the same is true for the λ = 1 specializations of both, and swapping (V, ϕ)
and (V ′, ϕ′) we find the top morphism is an isomorphism on completions for all λ ̸= 0,∞.

It remains therefore to takeX to be a smooth affine curve. In this case both Spec ÔRB(X,x),(V,ϕ)

and Rqu|n,loc
DH (X,x)|Gm are smooth over Gm, so for the claim over Gm it is enough to show

the map (8.3.1) is an isomorphism to first order in the fiber direction at every λ ∈ Gm.
This follows from the fact that the specialization to λ ∈ Gm of the (derived) pushforward
of a tame nilpotent mixed twistor module (specifically, End(V )) computes the cohomology
of the De Rham complex of the associated λ-connection [86, Proposition 14.1.20], which
in turn computes the deformation space of the logarithmic connection by Proposition 7.4.

For λ = 0 (and λ =∞ is the same, after passing to the conjugate), we have:
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Lemma 8.12. Let (X̄,D) be a log smooth projective curve with X = X̄ \D, let j : X → X̄
be the inclusion, and let E be a smooth tame nilpotent (algebraic) pure twistor D-module
on X with trivial parabolic structure. Then the cohomology of sp0pt∗j∗E is canonically
isomorphic to the cohomology of the log de Rham complex of the λ = 0 specialization of
the logarithmic extension (Ē, θ) from above.

Proof. We thank Claude Sabbah for communicating the following argument. Let x be
a local defining equation for D. Let M[∗D] (see [86, §3.1.2]) be the RX -module under-
lying j∗E away from λ = ∞. Then locally M[∗D] has a V -filtration for which λ∂x :
grVb M[∗D]→ grVb+1M[∗D] is an isomorphism for b > −1 and x : V0M[∗D]→ V−1M[∗D]
is an isomorphism. We therefore have quasi-isomorphisms of two-term complexes.

V−1M[∗D] V−1M[∗D]⊗ ωX̄(D)

V−1M[∗D] V0M[∗D]⊗ ωX̄

M[∗D] M[∗D]⊗ ωX̄

λ∂+θ

λ∂+θ

x⊗x−1

λ∂+θ

The bottom row is the De Rham complex ofM[∗D] and the top row specializes to the log
Higgs complex of V−1M[∗D], which in this case is Ē. Since the terms of the complexes
are flat over P1 and the cohomology of the push-forward to the point is locally free, its
formation commutes with specialization. □

We now claim that (8.3.1) is an isomorphism on tangent spaces at λ = 0. Since V
has unipotent local monodromy, the same is true for End(V ). Thus taking endomorphism
objects commutes with the Deligne extension for V , and the same is true for the extensions
in the sense of Lemma 8.7. The tangent space of the λ = 0 fiber of MDH(X̄,D) is the
first cohomology of the log De Rham complex of (End(V )|0, ad θ), which is by the lemma
identified with the relative tangent space of Spec ÔMB(X),V at λ = 0. The same is then
true for the framed space, so (8.3.1) is an isomorphism on relative tangent spaces at λ = 0,
and because of the presence of the section this implies the map on tangent spaces is an
isomorphism.

Finally, any local morphism A → B of complete noetherian local rings which is an
isomorphism on tangent spaces and for which B is smooth is an isomorphism, and this
completes the proof. □

Remark 8.13. We could have directly used the formalism of Section 4 to show that for
λ ∈ Gm the deformation theory of a λ-connection with residual eigenvalues in λ · 1n(−1, 0]
admits an enhancement by twistor structures. This follows from [86, Proposition 14.1.20],
which implies that the second part of Theorem 4.28 holds for λ ∈ Gm. For λ = 0,∞,
our version of Rqu|n,loc

DH (X̄,D, x) is not the correct moduli space since it ignores parabolic
structures. If one keeps track of this, then the same argument can likely be made to
work using that the λ = 0 specialization of the push-forward of the endomorphism object
computes the cohomology of the log De Rham complex.

For any (V, ϕ) ∈ RB(X,x)(C)ss,qu, let i : C → X be a Lefschetz curve (see Lemma 4.9)and
p : C ′ → C a finite étale cover for which V ′ := f∗V has unipotent local monodromy, where
f = i ◦ p. Then f∗ : Spec ÔRB(X,x),(V,ϕ) → Spec ÔRB(C′,c′),(V ′,ϕ′) is a closed immersion of
formal spaces by Lemma 4.62 and Lemma 4.35.
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Corollary 8.14. The canonical derivation Θ lifts functorially to each Spec ÔRB(X,x),(V,ϕ)

for (V, ϕ) ∈ RB(X,x)(C)qu,ss.
Proof. The derivation Θ lifts canonically over Gm so we just need to check it extends to
P1 and this holds on Spec ÔRB(C′,c′),(V ′,ϕ′) by Lemma 8.11. □

For a subspace Z ⊂ RB(X,x) which is formally twistor at (V, ϕ) ∈ Zqu|n(C)ss we define
ŝZ,(V,ϕ) as the composition

Spec ÔZ,(V,ϕ) R
qu|n,loc
DH (X̄,D, x)

Spec ÔRB(X,x),(V,ϕ)

ŝZ,(V,ϕ)

ŝRB(X,x),(V,ϕ)

Since ÔZ,(V,ϕ) is a quotient pro-T(0)-MTS-algebra of ÔRB(X,x),(V,ϕ), it follows from Lemma 8.11

that ŝZ,(V,ϕ) is a closed immersion, as this is true after post-composition withRqu|n,loc
DH (X̄,D, x)

i∗−→

R
qu|n,loc
DH (C̄, E, c′)

p∗−→ Runip,loc
DH (C̄ ′, E′, c′).

We denote by ZHod(V, ϕ) (resp. ZHod(V, ϕ)) the Zariski closure of the image of ŝZ,(V,ϕ)|A1

(resp. ŝZ,(V,ϕ)|P1\0) in RHod(X̄,D, x) (resp. RHod(X̄
c, Dc, x)).

Definition 8.15. In the above situation, we say ŝZ,(V,ϕ) is algebraic over Gm if:
(1) ŝZ,(V,ϕ)|Gm induces an isomorphism onto the completion of ZHod(V, ϕ)|Gm along

the image of s(V,ϕ).
(2) The same is true for ŝZ,(V,ϕ)|Gm and ZHod(V, ϕ)|Gm .

Note that if ŝZ,(V,ϕ) is algebraic, then the algebraic germs Zqu|n,loc
Hod|Gm

(V, ϕ) := ZHod|Gm
(V, ϕ)∩

R
qu|n,loc
DH (X̄,D, x) and Zqu|n,loc

Hod|Gm
(V, ϕ) (defined similarly) are identified as analytic germs via

the gluing.

Corollary 8.16. Let Z ⊂ RB(X,x) a subspace which is formally twistor at (V, ϕ) ∈
Zqu|n(C)ss such that ŝZ,(V,ϕ) is algebraic. Then:

(1) ŝZ,(V,ϕ)|A1 induces an isomorphism onto the the completion of ZHod(V, ϕ) along the
image of s(V,ϕ)|A1. The same is true for ZHod(V, ϕ) over P1 \ 0.

(2) There is a germ of a closed analytic subspace Zqu|n,loc
DH (V, ϕ) ⊂ R

qu|n,loc
DH (X̄,D, x)

for which ŝZ,(V,ϕ) induces an isomorphism onto the completion of Zqu|n,loc
DH (V, ϕ)

along the image of s(V,ϕ).

Proof. The second assertion is a direct consequence of the first. For simplicity write
W = ZHod(V, ϕ) with completion Ŵ along the image of s(V,ϕ)|A1 . First observe that
the morphism OŴ → ÔZ,(V,ϕ) is injective. Indeed, by Lemma 4.35, the localization
ÔZ,(V,ϕ) → ÔZ,(V,ϕ)[λ−1] is injective, but since OŴ → ÔZ,(V,ϕ) is an isomorphism over
Gm by assumption, its ideal is exactly the kernel of OŴ → OŴ [λ−1]. By noetherianity
and flatness of completion, this ideal is the completion of the corresponding ideal in OW ,
hence must vanish be zero since W is the Zariski closure.

We therefore need only show the surjectivity. As in Lemma 8.11, by Lefschetz we may
reduce to the case X is an affine curve, since this induces a closed immersion of formal
twistor spaces. By Proposition 8.2 there is a finite étale cover p : X ′ → X such that
p∗V has unipotent local monodromy. Since p∗ : RB(X,x) → RB(X

′, x′) is immersive by
Lemma 4.62, by the same argument we reduce to the case that V has unipotent local
monodromy, and further that Z = RB(X,x), which is Lemma 8.11. □
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Corollary 8.17. With the setup of the previous corollary, the formal deformation theory of
s(V,ϕ) as a section of Zqu|n,loc

DH (V, ϕ)→ P1 is naturally equivalent to the formal deformation
theory of the zero section of Spec ÔZ,(V,ϕ) → P1.

8.4. Moduli of sections. Let Sect(R
qu|n,loc
DH (X̄,D, x)/P1) denote the space of sections

of the morphism R
qu|n,loc
DH (X̄,D, x) → P1, which is an open subspace of the Douady

space and in particular has the structure of a second countable analytic space. Since
R

qu|n,loc
DH (X̄,D, x) is only defined as a germ of a neighborhood of Rqu|n

DH (X̄,D, x), the space
Sect(R

qu|n,loc
DH (X̄,D, x)/P1) is well-defined as a germ of a neighborhood of the locus of

sections contained in Rqu|n,loc
DH (X̄,D, x). For any λ ∈ P1 there is an evaluation morphism

evλ : Sect(R
qu|n,loc
DH (X̄,D, x)/P1)→ R

qu|n,loc
DH (X̄,D, x)λ

which is compatible with the GLr-action (with r interpreted as the locally constant rank
function). Note also that for any morphism f : (X̄,D)→ (Ȳ , E) of log smooth projective
pairs respecting the choice of basepoints, there is an analytic map

(8.4.1) f∗ : Sect(R
qu|n,loc
DH (Ȳ , E, y)/P1)→ Sect(R

qu|n,loc
DH (X̄,D, x)/P1)

which is also compatible with the GLr-action.
We denote by PrefSect

qu|n
DH (X̄,D, x) ⊂ Sect(R

qu|n,loc
DH (X̄,D, x)/P1) the set of quasiu-

nipotent preferred sections with the subspace topology, which is well-defined as they are
contained in Rqu|n,loc

DH (X̄,D, x). Pullback as in (8.4.1) maps preferred sections to preferred
sections. The evaluation at λ = 1 restricts to a bijection

(8.4.2) ev1 : PrefSect
qu|n
DH (X̄,D, x)→ R

qu|n
DR (X̄,D, x)(C)ss.

There is a natural action of R>0 on PrefSect
qu|n
DH (X̄,D, x) coming from the R>0-action on

R
qu|n
DR (X̄,D, x)(C)ss.
As in Section 7.4, for a fixed a vector space (V0, h0) with hermitian metric of the relevant

rank, we define PrefSect
qu|n
DH (X̄,D, x)(V0,h0) ⊂ PrefSect

qu|n
DH (X̄,D, x) to be the subspace of

preferred sections passing through R
qu|n
DR (X̄,D, x)(C)(V0,h0) over λ = 1, or equivalently

which are framed compatibly with the metric for all λ.

Proposition 8.18. Let (X̄,D) be a log smooth projective curve. Then the evaluation

ev1 : PrefSect
unip
DH (X̄,D, x)(V0,h0) → Runip

DR (X,x)(C)(V0,h0)

is a homeomorphism.

Proof. The evaluation map is continuous, so we need only show the inverse is continuous.
As in the proof of Corollary 7.17, it suffices to show any convergent sequence in the target
has a subsequence which converges on the source to the point corresponding to the limit.

The claim is essentially a restatement of Proposition 7.15. Indeed, [114, Theorem 5.12]
implies that a metric on Rnilp

Hod(X̄,D, x) is given by

d((λ1, Ē1,∇1, ϕ1),(λ2, Ē2,∇2, ϕ2))

= inf
ψ
|λ1 − λ2|2 + |ϕ1 − ψ∗ϕ2|2 + ∥∇1 − ψ∗∇2∥2 + ∥∂̄Ē1

− ψ∗∂̄Ē1
∥2

where the infimum is over all C∞ isomorphisms ψ : C∞ ⊗ Ē1 → C∞ ⊗ Ē2 and the norms
are operator norms as operators Lq1(Ē1)→ Lq(Ē1⊗ωX̄(D)). The proof of Proposition 7.15
implies if (Vi, ϕi) converges to (V∞, ϕ∞) and has framings which are compatible with the
metric, then after passing to a subsequence, the associated preferred sections converge
uniformly as maps P1 → Runip

DH (X̄,D, x) to the section corresponding to (V∞, ϕ∞). □
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Corollary 8.19. Let (X̄,D) be a connected log smooth proper algebraic space. For any
(V, ϕ) ∈ Runip

B (X,x)(C)ss, there is a continuous map R>0 → PrefSectunipDH (X̄,D, x) such
that the composition with

PrefSectunipDH (X̄,D, x)
ev1−−→ Runip

B (X,x)(C)ss →Munip
B (X)(C)

is the continuous map R>0 →Munip
B (X)(C) given by the R>0-orbit of V .

Proof. Pullback to a Lefschetz curve f : C → X induces a closed immersion on sec-
tion spaces, so we may assume X is a curve. By Corollary 7.18, Runip

B (X,x)(V0,h0) →
Munip
B (X)(C) is proper, and in corestriction to the locally closed stratification ofMunip

B (X)(C)
by Jordan–Hölder type it is a locally trivial fiber bundle (by the existence of a slice [89,
Theorem 2.1]). The R>0-orbit of V in Munip

B (X)(C) is contained in one of these strata,
hence a lift to Runip

B (X,x)(V0,h0) exists through any point above V , and by Proposition 8.18
this yields a lift to PrefSectunipDH (X̄,D, x)(V0,h0). Acting by GLr(C), we obtain the claim
for any framing. □

8.5. Hodge substacks.

Definition 8.20. Let X be a connected smooth algebraic space with a log smooth com-
pactification (X̄,D). A locally closed substack Z ⊂ MB(X) is Hodge at V ∈ Z(C)qu,ss
if the following conditions are satisfied. Let RZ ⊂ RB(X,x) be the base-change to the
framed space and let ϕ be a framing of V . Then we have:

(1) RZ is formally twistor at (V, ϕ), and formally Hodge if V underlies a C-VHS.
(2) The formal twistor subspace Spec ÔRZ,(V,ϕ) ⊂ Spec ÔRB(X,x),(V,ϕ) is tangent to Θ.
(3) The formal twistor germ ŝRZ,(V,ϕ) is algebraic.

A locally closed substack Z ⊂ MB(X) is a Hodge substack if it is closed under semisim-
plification and Hodge at every V ∈ Z(C)qu,ss.

If X is a connected normal algebraic space we define the corresponding notion for Z ⊂
MB(X) if the restriction Z ⊂MB(X) ⊂MB(U) is Hodge for any smooth affine U ⊂ X.

The definition is easily seen to not depend on the log smooth compactification. Note that
all of the conditions only involve the Deligne–Hitchin space over Gm, where its functorial
behavior is controlled by the Betti stack. Nonetheless, each of the three structures extend
to the full Deligne–Hitchin space, and in particular by Corollary 8.16 the algebraic germ
ZHod(V, ϕ) (resp. ZHod(V, ϕ)) will extend over A1 (resp. P1 \ 0) and agree with the twistor
germ ŝRZ,(V,ϕ).

The following functorial properties follow from the definitions and what we’ve proven.

Proposition 8.21. Let X be a connected normal algebraic space.
(1) For any r, MB(X, r) and {trivr} are Hodge substacks of MB(X).
(2) Assume X is a curve. For any V ∈MB(X)(C)qu,ss, the fixed local monodromy leaf

FM(V ) ⊂MB(X) is Hodge at V . For any V ∈MB(X)(C)qu,ss, the fixed residual
eigenvalues leaf FE(V ) ⊂MB(X) is a closed Hodge substack.

(3) Intersections and reductions of Hodge substacks are Hodge substacks. Irreducible
components of reduced Hodge substacks are Hodge substacks. Finite unions of closed
Hodge substacks are Hodge substacks.

(4) Let f : X → Y be a morphism of connected normal algebraic spaces and f∗ :
MB(Y )→MB(X) the pullback morphism. Then:
(a) For any Hodge substack Z ⊂ MB(X), (f∗)−1(Z) ⊂ MB(Y ) is a Hodge sub-

stack.
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(b) For any Hodge substack Z ⊂ MB(Y ), f∗Z ⊂ MB(X) is a Hodge substack
provided f is dominant or a Lefschetz curve (see Definition 4.8).

(5) Inverse images of Hodge substacks under the direct sum and tensor product mor-
phisms ⊕,⊗ :MB(X)2 →MB(X) are Hodge substacks16.

Proof. The formally twistor condition follows from Proposition 4.61. For MB(X, r), the
algebraicity condition is Lemma 8.11. For the rest, the Θ-tangent condition and the
algebraicity condition are easily seen to have the required properties. □

The following will be essential, especially Corollary 8.24 below.

Theorem 8.22. Let Z ⊂ MB(X) be a Hodge substack, and Z ⊂ MB(x) the image in
the good moduli space. Then for any n, any irreducible component Z0 of Zqu|n satisfies
the following property. For any V ∈ Z0(C), a germ of the R>0-orbit of V around V is
contained in Z0.

Proof. By Lefschetz (see Lemma 4.9) we may assume X is an affine curve, with log smooth
compactification (X̄,D). We may also replace Z with an irreducible component of the
reduction of Zqu|n; note that it follows that Z is irreducible. We will need to use the
following:

Lemma 8.23. Let Z ⊂MB(X) be a locally closed substack which is Hodge at each of its
semisimple points. Then the singular locus Zsing ⊂ MB(X) is also Hodge at each of its
semisimple points.

Proof. The only condition to check is the formally twistor condition (the proof of the
formally Hodge condition will be the same), as then the other conditions in Definition 8.20
are clear, since the algebraic germ will be the singular locus of the algebraic germ of Z,
which is clearly Θ-tangent. Let RZsing be the base-change to RB(X,x) (and likewise
for RZ); we have (RZ)sing = RZsing. For a point (V, ϕ) ∈ RW(C)ss, let ÔR be the
deformation pro-T(0)-MS-algebra of RB(X,x) at (V, ϕ) and I ⊂ ÔR be the ideal of RZ.
By Lemma 4.14 (and the argument of [46, Lemma 1.6]), DerT(0)(ÔR, ÔR)∧ has a natural
pro-ÔR-MS-module structure: there is a natural equivariant structure and an equivariant
filtration by DerT(0)(ÔR,mℓ

ÔR
)∧ whose graded pieces HomT(0)(mÔR

/m2
ÔR
,mℓ

ÔR
/mℓ+1

ÔR
) are

twistor structures. Since RB(X,x) is smooth, this puts a natural pro-ÔR-MS-module
structure on Ω̂ÔR/T(0), and the canonical morphism

I/I2 → ÔRZ ⊗ÔR
Ω̂ÔR/T(0)

is a morphism of pro-ÔR-MS-modules. The singular locus of Z is cut out by the minors
of this morphism, which generate a T(0)-MS-ideal. □

By Proposition 8.3, there is a finite étale cover p : X ′ → X such that p∗Z ⊂Munip
B (X ′).

Recall that p∗ :MB(X)→MB(X
′) is immersive by Lemma 4.62. Consider the composi-

tion
MB(X) MB(X

′)
∏
x̄∈DMB(D̂∗).

p∗ ψD

We claim there is a partition {Zi} of Z by reduced locally closed smooth substacks such
that:

(1) Each Zi is contained in some (p∗)−1FM(V ′
i ).

(2) Each Zi is Hodge at each of its semisimple points.

16With the obvious definition of Hodge substack of MB(X)2.
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Indeed, the reduced intersections Z ∩ (p∗)−1FM(V ′) form a finite partition (since Z =

Zqu|n) by locally closed substacks which are Hodge at each of their semisimple points, by
Proposition 8.21, and by Lemma 8.23 we may successively take the reduced singular locus.

It suffices to prove the statement of the theorem for each Zi. We are therefore reduced
to the following:

Claim. Suppose Z ⊂MB(X) is a locally closed smooth substack which is Hodge at each of
its semisimple points and which is contained in some (p∗)−1FM(V ′). Let Z be the image
of Z in MB(X). Then, for any V ∈ Z, Z contains a germ of the R>0-orbit of V around
V .

Proof. Let V ∈ Z(C)ss and equip it with a framing ϕ. Set (V ′, ϕ′) := p∗(V, ϕ). Since
p∗ : RB(X,x) → RB(X

′, x′) is immersive by Lemma 4.62, it induces closed immersions
on the level of germs p∗ : (RZ, (V, ϕ)) → (Runip

B (X,x), (V ′, ϕ′)), as well as for the twistor
germ

p∗ : RZqu|n,loc
DH (V, ϕ)→ Runip,loc

DH (X̄ ′, D′, x′)(V ′, ϕ′),

where we recall that the source (resp. target) is the germ of the Zariski closure of ŝRZ,(V,ϕ)
(resp. ŝRB(X′,x′),(V ′,ϕ′)). According to Corollary 8.19, there is a continuous family (s′t)t∈R>0

of preferred sections of Runip,loc
DH (X̄ ′, D′, x′) with s′1 = s(V ′,ϕ′) and such that s′t(1) lifts the

R>0-orbit of V ′. These sections satisfy the following properties:
(1) Since Spec ÔRZ,(V,ϕ) is Θ-tangent, s′t(0), s

′
t(∞) ∈ p∗RZqu|n,loc

DH (V, ϕ) for t suffi-
ciently close to 1.

(2) By [112, Theorem 7] (see also the discussion in [107]), s′t is contained in the fixed
local monodromy leaf RFMunip,loc

DH (V ′, ϕ′).

The space of sections satisfying these two conditions is an analytic subspace of Sect(Runip,loc
DH (X̄ ′, D′, x′)/P1),

and s′t is a continuous family of sections, so it follows that there is an analytic family of
sections σ′a over a connected analytic germ (A, a0) which satisfies these two conditions and
such that there is a continuous map γ : ((1−ϵ, 1+ϵ), 1)→ (A, a0) for ϵ > 0 with s′t = σ′γ(t).

Sub-Claim. The family σ′a is contained in p∗RZqu|n,loc
DH (V, ϕ).

Proof. Denote by ÔR′ , ÔF the pro-T(0)-MTS-algebras ofRB(X ′, x′), RFM(V ′, ϕ′) at (V ′, ϕ′),
and ÔZ that of RZ at (V, ϕ). Let R′,F ,Z be the associated formal spaces obtained by
applying Spec , with Z embedded in R′ via p∗. By Corollary 8.17, the deformation theory
of σa0 in Runip,loc

DH (X̄ ′, D′, x′) is equivalent to the deformation theory of the zero section in
R′. The relative obstruction space of Z in F is given by (IZ /F/mF IZ /F )∨, where IZ /F

is the ideal of Z in F , and we have a commutative diagram with exact rows and columns

IF/R′/mR′IF/R′ IF/R′/mR′IF/R′

0 IZ /R′/mR′IZ /R′ mR′/m2
R′ mZ /m

2
Z 0

0 IZ /F/mF I
2
Z /F mF/m

2
F mZ /m

2
Z 0

0 0

where the injection comes from the smoothness of R′ and Z . By a diagram chase, we
obtain exactness including the dashed arrow.
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According to Lemma 4.50 and Lemma 4.51, mF/m
2
F has weights 0 and -1, so (IZ /F/mF IZ /F )∨

has weights 0 and 1. In particular, any section which vanishes at two distinct points van-
ishes. Since σ′a is contained in F and contained in Z over 0 and ∞, it follows that σ′a is
contained in Z everywhere. □

Thus, there is a continuous lift of the family of preferred sections s′t of Runip,loc
DH (X̄ ′, D′, x′)

to a family of sections st of RZqu|n,loc
DH (V, ϕ). Note that any lift of a preferred section sE′

is preferred, since such a section yields a flat subbundle of p∗E′, which is therefore a sub-
harmonic bundle. Thus, st is a continuous family of preferred sections of RZqu|n,loc

DH (V, ϕ)
through (V, ϕ) whose image in MB(X)(C) is a lift of an arc of the R>0-orbit of V ′. Since
p∗ :MB(X)→MB(X

′) is quasi-finite (in fact finite [97, Lemma 1]), any continuous lift of
a germ of an R>0-orbit is a germ of a R>0-orbit, and this completes the proof of the claim,
and therefore also of the theorem. □

□

Corollary 8.24. Let Z ⊂MB(X) be a closed Hodge substack and Z its image in MB(X).
Then for any n, each irreducible component of Zqu|n is R>0-stable.

Corollary 8.24 will allow us to produce points underlying C-VHS in Hodge substacks
provided Zqu is nonempty, which will always be the case by the results of Section 5 if we
require bialgebraicity.

Remark 8.25. In the proper case, Simpson shows there is an R>0-action onMB(X)(C)
lifting the R>0 action on MB(X) [113]; by pre- and post-composing with complex conju-
gation, we obtain another action. The resulting R>0 ∗ R>0-action is expected to have as
fixed points the local systems underlying C-VMHSs [113, Remark, p. 45], and perhaps the
induced action of R>0 ∗R>0 on the formal germ at a fixed point would yield the C-MHS of
Theorem 4.3. Thus, the formally twistor condition might be related to a R>0∗R>0-stability
condition, and it is conceivable the notion of a Hodge substack could be equivalent to the
notion of a R>0 ∗ R>0-stable substack.

9. Properties of constructible subsets of local systems

Let X be a connected normal algebraic space. We begin with some general remarks
about various properties of constructible subsets of the Betti stackMB(X), and eventually
formulate a notion of absolute Hodge subsets. It will be important to work with points
of the stack as opposed to the coarse space since we will ultimately want to allow non-
semisimple local systems.

9.1. Nonextendability. We briefly review some of the notions from [20].

Definition 9.1. Let X be a connected normal algebraic space and Σ ⊂ MB(X)(C) a
subset.

(1) For X ⊂ X̄ a partial compactification by a connected normal algebraic space
(meaning an inclusion as an open subset of a connected normal algebraic space), we
say Σ extends to X̄ if Σ is contained in the image of the restrictionMB(X̄)(C)→
MB(X)(C).

(2) If X is smooth we say Σ is nonextendable if the following condition is met. For
any finite étale cover f : X ′ → X and any partial log smooth compactification
X ′ ⊂ X̄ ′, if f∗Σ extends to X̄ ′ then X ′ = X̄ ′.

(3) In general, we say Σ is nonextendable if for some (hence any) resolution f : Y → X,
f∗Σ is nonextendable.
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Note that any Σ is nonextendable if X is proper.

Proposition 9.2. Let X be a connected normal algebraic space and Σ ⊂MB(X)(C). The
following are equivalent.

(1) Σ is nonextendable.
(2) For every proper morphism f : C → X from a smooth quasiprojective curve C,

f∗Σ ⊂MB(C)(C) is nonextendable.
(3) For every morphism f : D∗ → Xan from the punctured disk which completes to

a morphism from D to some partial compactification of Xan, f∗Σ ⊂ MB(D∗)(C)
contains a non-trivial local system.

Proof. Nonextendability is unaffected by passing to a finite étale cover, and maps from
disks and curves will lift to a resolution up to an étale cover of the source, so we may
assume X is smooth. In the log smooth situation, a local system extends if and only if its
local monodromy around every divisor is trivial, which can clearly be checked on curves
and disks. □

Corollary 9.3. Let f : X → Y be a proper morphism of connected normal algebraic spaces
and Σ ⊂MB(Y )(C). Then if Σ is nonextendable, so is f∗Σ. If f is in addition dominant,
then Σ is nonextendable if and only if f∗Σ is.

Proposition 9.4. Let Σ ⊂MB(X)(C) a subset, and ΣZar the Q-Zariski closure. Then Σ
is nonextendable if and only if ΣZar is.

Proof. The subset Σ is extendable if and only if there is a resolution Y → X and a finite
étale cover Y ′ → Y with composition f : Y ′ → X and a partial log smooth compactification
i : Y ′ → Ȳ ′ such that f∗Σ ⊂ i∗MB(Ȳ

′)(C). Since i∗MB(Ȳ
′)(C) is Q-Zariski closed in

MB(Y
′)(C) the claim follows. □

Proposition 9.5. Let X be a smooth algebraic space and Σ ⊂ MB(X)(C) of bounded
rank. Then there is a finite étale cover π : X ′ → X arising from a finite quotient of the
image of the monodromy of

⊕
V ∈Σ V , a partial log smooth compactification i : X ′ → X̄ ′,

and a nonextendable Σ̄′ ⊂MB(X̄
′) such that i∗Σ̄′ = π∗Σ.

Proof. Taking Zariski closure by Proposition 9.4 and the sum of local systems correspond-
ing to generic points of each irreducible component we may reduce to a single local system
and this is [20, Proposition 3.5]. □

Note that in the previous proposition we can do without the finite étale cover if we
allow a partial compactification by a Deligne–Mumford stack. In fact, as a consequence
of Theorem 1.3 such a partial compactification exists even when X is only assumed to be
normal.

Let X be the complement of a normal crossing divisor in a smooth algebraic space X̄.
For every x ∈ X̄, the local fundamental group of X at x (inside X̄) is by definition the
group π1(X, X̄, x) := π1(B ∩X,x′), where B is a small euclidean ball in X̄ around x and
x′ ∈ B ∩X (since π1(B ∩X,x′) is abelian, it does not depend of the choice of x′).

Lemma 9.6. Let X be a smooth algebraic space and Σ ⊂ MB(X)(C). Let X̄ ⊃ X be
a log smooth compactification of X. Then, Σ is nonextendable if and only if the induced
representations of the local fundamental group π1(X, X̄, x) at each point x of X̄ \ X are
collectively injective.

Proof. Indeed, for every x ∈ X̄, every element of the local fundamental group π1(X, X̄, x)
is obtained as the image of a generator of π1(∆∗) for a holomorphic map f : D∗ → Xan

from the punctured disk which completes to a holomorphic map from D to X̄ with x =
f(0) ∈ X̄. □
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Proposition 9.7. Let X be a smooth algebraic space and Σ ⊂ MB(X)(C). Let X̄ ⊃ X
be a log smooth compactification of X. Assume that Σ contains only local systems with
unipotent local monodromy. If Σ is nonextendable, then there exists a finite subset Σ0 ⊂ Σ
which is nonextendable.

Observe that Proposition 9.7 is not true without any assumption on Σ, as shown by
the example where X = C∗ and Σ ⊂ MB(X)(C) consists of the torsion rank one local
systems.

Proof. Thanks to Proposition 9.6, it is sufficient to find a finite subset Σ0 ⊂ Σ such that
the induced representations of the local fundamental group at each point of X̄ \ X are
collectively injective. Since there are only finitely many strata, it is sufficient to look at
what happen in the neighborhood of one point x ∈ X̄ \X. For every V ∈ Σ, let Kx

V be the
kernel of the induced representation of the free abelian group of finite type π1(X, X̄, x).
Since the image of this representation is made of commuting unipotent matrices, Kx

V is a
saturated subgroup of π1(X, X̄, x), i.e. the quotient group is torsion-free. By assumption,
the intersection ∩V ∈ΣK

x
V = {0}. Since the Kx

V ’s are saturated, it follows that there is a
finite subset Σ0 ⊂ Σ such that ∩V ∈Σ0K

x
V = {0}, finishing the proof. □

9.2. Absolute constructible subsets. In this section we show that the notion of bialge-
braicity with respect to the Riemann–Hilbert correspondence as in Section 5 is essentially
equivalent to absoluteness, which is intrinsic to the Betti side.

Let X be a smooth complex algebraic space. Let LS(X) be the abelian category of
complex local systems on Xan. Let Conn(X)reg be the abelian category of algebraic
flat vector bundles on X with regular singularities. Deligne’s version of the Riemann-
Hilbert correspondence states that the functor Conn(X)reg → LS(X) which associates
to an algebraic flat vector bundle with regular singularities (V,∇) the locally constant
sheaf of ∇-flat sections of V an is an equivalence of abelian categories [34]. For any
field automorphism σ ∈ Aut(C/Q) and any complex scheme Y , let Y σ → Y denote
the base change of Y via σ (it is a morphism of schemes but not of complex schemes).
By pulling-back along the morphism of Xσ → X, we get an equivalence of categories
Conn(X)reg ≃ Conn(Xσ)reg, and therefore a bijection between the isomorphism classes of
objects in both categories. Therefore, any automorphism σ ∈ Aut(C/Q) induces a canon-
ical bijection MB(X)(C) ≃MB(X

σ)(C). Given a subset Σ ⊂MB(X)(C), we denote by
Σσ its image inMB(X

σ)(C) through this canonical bijection.

Definition 9.8 (Simpson [106], Budur-Wang [23]). Let X be a smooth complex alge-
braic space. Let K ⊂ C be a subfield. A subset Σ ⊂ MB(X)(C) is absolute K-
constructible (resp. absolute K-closed or absolute K-locally closed) if for any automor-
phism σ ∈ Aut(C/Q) the subset Σσ ⊂MB(X

σ)(C) defined above is K-constructible (resp.
K-closed or K-locally closed).

If X is merely a normal complex algebraic space, the open immersion Xreg ⊂ X induces
a surjective homomorphism between their fundamental groups. Therefore, the induced
morphism of algebraic stacksMB(X)→MB(X

reg) is a closed immersion.

Definition 9.9. Let X be a normal complex algebraic space. Let K ⊂ C be a subfield.
(1) A subset Σ ⊂ MB(X)(C) is absolute K-constructible (resp. absolute K-closed

or absolute K-locally closed) if its image by the injective map MB(X)(C) →
MB(X

reg)(C) is absolute K-constructible (resp. absolute K-closed or absolute
K-locally closed).

(2) A morphism between (products of) Betti stacks is an absolute K-morphism if its
graph is absolute K-constructible.
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Proposition 9.10. Let X be a normal complex algebraic space. Let K ⊂ C be a subfield.
Then

(1) MB(X)(C) is an absolute K-closed subset of MB(X)(C).
(2) Absolute K-constructible subsets of MB(X)(C) form a Boolean subalgebra.
(3) Pullback under algebraic morphisms, tensor products, and direct sums are absolute

K-morphisms.
(4) Images and preimages of absolute K-constructible subsets under absolute K-constructible

morphisms are absolute K-constructible.

Proof. Immediate. □

Lemma 9.11.
(1) The semisimple locus MB(X)(C)ss ⊂MB(X)(C) is absolute Q-constructible.
(2) The maps cX : MB(X)(C) → MB(X)(C), pX : MB(C)(C)ss → MB(X)(C) and

ssX : MB(X)(C) → MB(X)(C) are absolute Q-morphisms and commute with
pull-back under any algebraic map f : X → Y .

Proof. For (1), a local system is semisimple if and only if the associated flat bundle is
semisimple, and semisimplicity is preserved under the Galois action. For (2), clearly the
morphism cX :MB(X)(C)→MB(X)(C) is an absolute Q-morphism, and the absoluteness
of pX and ssX follows. The final claim is obvious for cX , and by the harmonic theory
(see Theorem 7.9) the pull-back of a semisimple local systems is semisimple, whence the
remainder of the claim. □

Proposition 9.12 (Compare with [106, Theorem 6.3]; see also [23, Proposition 7.4.6]).
Let X be a complex algebraic space defined over a countable field L ⊂ C. Let S ⊂ X(C) be
a subset such that as σ runs through Aut(C/L), Sσ runs through countably many subsets of
X(C). Suppose that S is an analytically constructible subset of Xan. Then S is algebraically
constructible in X(C).

Recall that an analytically constructible subset of a complex analytic variety is an ele-
ment of the Boolean algebra generated by closed analytic subsets.

Proof. We follow closely the proof of [106, Theorem 6.3]. Note that it is sufficient by
induction on dimension to prove that the Euclidean closure S̄ is Zariski closed in X(C),
and that is what we will prove.

Let us show that, up to enlarging L, one can assume that S is stable by Aut(C/L).
Let {Sj} denote the set of subsets of X(C) which occur as Sσ. For each pair (j, k) with
Sj ̸= Sk, choose a point xjk in one of Sj or Sk but not the other. Then, among all the
subsets, a given one is determined by the information of whether xjk is in it or not for
all j, k. On the other hand, there are countably many points xjk, so we may choose a
countable field extension L′/L so that xσjk = xjk for every σ ∈ Aut(C/L′). Then Sσ = S

for every σ ∈ Aut(C/L′).
For every x ∈ X(C), let {x}L be the smallest closed algebraic subset of X defined over L

and containing x. For every y ∈ {x}L(C), we have {y}L ⊂ {x}L with equality if and only if
{y}L(C) meets the orbit Aut(C/L) ·x. Since L is countable, there are only countably many
strict suvarieties defined over L, so that their union is a meager subset of {x}L(C). By the
Baire category theorem, its complement Aut(C/L) ·x is therefore dense in {x}L(C) for the
euclidean topology. Taking x ∈ S, one has Aut(C/L) · x ⊂ S, hence {x}L is contained in
the euclidean closure S̄ of S.
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Let T be an irreducible component of S̄. Then T ∩ S is covered by the closed subsets
{x}L ∩ T ∩ S for x ∈ T ∩ S. Since there are countably many of those, it follows from
Baire category theorem again that there exists x ∈ T ∩ S such that {x}L contains a non-
empty open subset of T . By analytic continuation, we get that T is equal to a geometric
component of {x}L. □

Corollary 9.13 (cf. [23, Proposition 7.4.5]). Let (X̄,D) be a proper log smooth algebraic
space and set X = X̄ \ D. Let K ⊂ C be a countable subfield. If Σ ⊂ MB(X)(C) is an
absolute K-constructible subset, then any analytic irreducible component of the Euclidean
closure of RH−1

(X̄,D)
(Σ) is a Zariski closed subset of MDR(X̄,D)(C).

Proof. Let L be a countable field of definition of X̄ and D, so that MDR(X̄,D) is also
defined over L. Therefore there exists U a L-scheme and U → MDR(X̄,D) a smooth
surjective morphism defined over L. Let S = RH−1

(X̄,D)
(Σ) and T be the preimage of S in

U(C). Since Σ is absolute K-constructible and K is countable, T σ runs through countably
many subsets of U(C) as σ runs through Aut(C/L). Moreover, T is the preimage by an
analytic map of an algebraic (hence analytic) constructible subset ofMB(X)(C), hence it
is an analytic constructive subset of Uan. Therefore, it follows from Proposition 9.12 that
any analytic irreducible component of the Euclidean closure of T in Uan is Zariski closed
in U(C). Conclude using the analytic version of [118, Tag 0DR5]. □

Proposition 9.14. Let X be a normal complex algebraic space, K ⊂ C be a countable
subfield, and Σ ⊂MB(X)(C) an absolute K-constructible. Then

(1) For every σ ∈ Aut(C/Q) we have Σσ = Σ
σ (where (·) denotes euclidean closure).

In particular, Σ̄ ⊂MB(X)(C) is absolute K-closed.
(2) If Σ is absolute K-locally closed, then for every σ ∈ Aut(C/Q) the geometric ir-

reducible components of Σσ are the σ-translates of the geometric irreducible com-
ponents of Σ. In particular, each geometric irreducible component of Σ is absolute
K̄-locally closed.

Proof. Replacing X with Xreg, one can assume that X is smooth. Let (X̄,D) be a proper
log smooth algebraic space with X = X̄ \D (which we may even assume is projective, but
this is not necessary). Let

RHgood
(X̄,D)

:MDR(X̄,D)good →MB(X)an

be the restriction of the Riemann–Hilbert map, which is surjective and locally (on the
source) an isomorphism by Proposition 7.4. Note also that:

(i) Pull-back under RHgood
(X̄,D)

commutes with euclidean closure.
(ii) For any analytically constructible subset of MDR(X̄,D)good whose euclidean clo-

sure in MDR(X̄,D) is Zariski closed, the Galois action commutes with euclidean
closure (inMDR(X̄,D)good). This is becauseMDR(X̄,D)good is Galois-stable and
open, so inherits this property from the corresponding one onMDR(X̄,D), which
is clear.

(iii) For any analytically closed subset of MDR(X̄,D)good whose euclidean closure in
MDR(X̄,D) is Zariski closed, the σ-translates of components are precisely the
components of the σ-translate.

Thanks to Corollary 9.13, (i) and (ii) imply part (1).
For part (2), the geometric components of Σ are the geometric components of Σ̄ minus

Σ̄ \ Σ, so by (1) we may assume Σ is absolute K-closed. For Σ0 a geometric compo-
nent of Σ, (RHgood

(X̄,D)
)−1(Σ0) is (globally) pure-dimensional and a union of components of

https://stacks.math.columbia.edu/tag/0DR5
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(RHgood
(X̄,D)

)−1(Σ). Thus, by (iii) every component of (RHgood
(X̄,D)

)−1(Σ0)
σ = (RHgood

(X̄σ ,Dσ)
)−1(Σσ0 )

is (globally) pure-dimensional and a union of components of (RHgood
(X̄,D)

)−1(Σσ). In partic-

ular, each component of (RHgood
(X̄,D)

)−1(Σ0)
σ dominates a component of Σσ. In fact, every

component of (RHgood
(X̄,D)

)−1(Σ0)
σ must dominate a single component T0 of Σσ, since for

any component T1 ⊂ Σσ, the locus of points x ∈ Σ0 admitting a neighborhood x ∈ U ⊂ Σ0

for which Uσ ⊂ T1 is open, and such sets give an open partition of T0. Thus, Σσ0 ⊂ T0,
and applying the same argument to σ−1 yields T σ−1

0 ⊂ Σ0, so Σσ0 is closed. □

Corollary 9.15. Let X be a normal complex algebraic space. Let K ⊂ C be a countable
subfield. Every absolute K-constructible subset inMB(X)(C) is a Boolean combination of
absolute K-closed subsets in MB(X)(C).

Proof. If S is an absolute K-constructible subset, then its closure S̄ is an absolute K-closed
subset and the complement S̄ \ S is an absolute K-constructible subset of MB(X)(C) of
smaller dimension, hence the result follows by induction. □

Corollary 9.16. Let X be a normal complex algebraic space and K ⊂ C a countable
field. A K-Zariski closed subset ΣB,1 ⊂ MB(X)(C) is absolute K-closed if and only
if it can be completed to a K-bialgebraic pair (ΣDR, {ΣB,σ}) of the Riemann–Hilbert Q-
correspondence stackMRH,Q(X̄

′, D′, E) for some (hence any) choice of log smooth resolu-
tion/compactification.

Proof. By replacingX withXreg we may assumeX is smooth. On both sides of the implica-
tion, by definition ΣB,1 isK-constructible. We may assume ΣB,1 is closed by Corollary 9.15.
If ΣB,1 is absolute K-closed, then taking ΣDR to be any component of RH−1

(X̄,D)
(Σ) meeting

MDR(X̄,D)good, (ΣDR, {(ΣB,1)σ}) is K-bialgebraic. Conversely, if (ΣDR, {ΣB,σ}) is K-
bialgebraic, we may assume it is K-bialgebraic irreducible, and by taking Zariski closure we
may assume all of ΣDR,ΣB,σ are closed and irreducible. Then for each σ, RH(X̄σ ,Dσ)(Σ

σ
DR)

contains a euclidean open set Uσ ⊂ ΣB,σ which has nonempty interior. Since the saturation
RH−1

(X̄σ ,Dσ)
RH(X̄σ ,Dσ)(Σ

σ
DR) is a countable union of algebraically constructible sets (as it

is the set of all log connections whose meromorphic connection is isomorphic to the mero-
morphic connection of a point of ΣσDR), it follows that for every σ the euclidean closure in
MDR(X̄

σ, Dσ) of every component of (RHgood
(X̄σ ,Dσ)

)−1(ΣB,σ) is algebraic. Since ΣDR is a

component of RH−1
(X̄,D)

(ΣB,1) and ΣσDR is a component of RH−1
(X̄σ ,Dσ)

(ΣB,σ) it follows that

thet saturations are equal RH−1
(X̄,D)

(ΣB,1) = RH−1
(X̄σ ,Dσ)

(ΣB,σ). Thus, ΣB,σ = (ΣB,1)
σ and

ΣB,1 is absolute K-closed. □

Corollary 9.17. Let X be a connected normal complex algebraic space. Let Σ ⊂MB(X)(C)
be an absolute Q̄-closed subset. Then

(1) The locus of points Σqu ⊂ Σ with quasiunipotent local monodromy is Zariski dense
in Σ.

(2) For each n, the locus Σqu|n ⊂ Σ with eigenvalues of local monodromy of order
dividing n is absolute Q̄-closed.

Proof. The first part is by Theorem 5.23, and the second part follows from Lemma 5.20 or
can be seen directly. □

9.3. Graded nearby cycle functors.
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9.3.1. The Betti side. Let (X̄,D) be a log smooth complex manifold and set X := X̄ \D.
Let Dk be a (smooth) irreducible component of D. Let Dk denotes ∪j ̸=kDj . Then Dk∩Dk

is a simple normal crossing divisor in Dk. Let Uk be a tubular neighborhood of Dk in X̄.
A fortiori, Uk \Dk is a tubular neighborhood of Dk \Dk, and we have an exact sequence
of groups:

1→ K → π1(Uk \D)→ π1(Uk \Dk)→ 1.

The group K is canonically isomorphic to Z and we denote by γk ∈ π1(Uk\D) its canonical
generator (which corresponds geometrically to the class of a simple loop going around Dk

counterclockwise). Moreover, K is central in π1(Uk \D), hence it acts on any local system
defined on Uk \ D. Thanks to Deligne’s version of the Riemann–Hilbert correspondence,
the group K acts also on any regular meromorphic connection on the pair (Uk, Uk ∩D).

Recall the following well-known result.

Lemma 9.18 (see [37, Proposition 1.6.1]). Let A be an abelian category. For each object
Z of A equipped with a nilpotent endomorphism N , there exists a unique finite increasing
filtration W• =W (N)• of Z satisfying the following conditions:

(1) N(Wk) ⊂Wk−2 for every k,
(2) Nk induces an isomorphism grWk Z ≃ grW−k Z for every k ≥ 0.

Moreover, the association (Z,N) 7→ (Z,W (N)•) defines a functor between the category of
objects Z of A equipped with a nilpotent endomorphism N , a morphism between (Z1, N1)
and (Z2, N2) being a morphism f : Z1 → Z2 in A such that f ◦ N1 = N2 ◦ f , and the
category of objects Z of A equipped with a finite increasing filtration W•, the morphisms
being the morphisms preserving the filtrations.

Let Munip
B (X) denote the closed substack of MB(X) consisting in local systems with

unipotent local monodromy. For every k, we have the graded nearby cycle functor

grψDk
:Munip

B (X)→Munip
B (Dk \Dk)

defined as follows. If A is a ring and V is a A-local system on X with unipotent local
monodromy, then γk induces a unipotent automorphism T of its restriction V|Uk\D to
Uk \ D. Let N := T − Id be the induced nilpotent endomorphism of V|Uk\D and W• be
the associated filtration in the abelian category Munip

B (Uk \D)(A). Then grW V|Uk\D is a
A-local system on Uk \D with no monodromy around Dk. Therefore it extends uniquely as
a A-local system on Uk\Dk, whose restriction to Dk\Dk is by definition the graded nearby
cycles grψDk

(V ) along Dk. Note that grψDk
(V ) has indeed unipotent local monodromies

around the irreducible components of Dk ∩Dk.

Theorem 9.19 (Mochizuki). Assume that (X̄,D) is a projective log smooth variety and
set X = X̄ \D. Let K be a field of characteristic zero. Let V be a K-local system on X
with unipotent local monodromy. If V is semisimple, then the K-local system grψDk

(V )
on Dk \Dk is semisimple.

Proof. Since the fundamental group of X is finitely generated, there exists a finitely gener-
ated field F and a F -local system VF such that VF ⊗F K = V . Since on the one hand the
property of being semisimple is invariant by changing coefficients, and on the other hand
every finitely generated field can be embedded in C, one can assume that K = C. When
K = C, this is [84, Theorem 19.49]. See also [98]. □

9.3.2. The De Rham side. We briefly recall the construction of a graded nearby cycle
functor for logarithmic connections and refer to [21, 75] for the details.
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Let X̄ be a smooth projective variety defined over an algebraically closed field k. Let
D be a simple normal crossing divisor on X̄ and let Y be an irreducible component of D.
Let ι : Y → X̄ be the canonical embedding.

Let LY = (L, [, ], α) be the Lie algebroid on Y , where L = ι∗TX(− logD) is equipped
with the Lie algebra structure induced from the standard Lie algebra structure on TX̄
and the anchor map α : L → Derk(OY ) = TY is the canonical map induced by ι. The
restriction to Y defines an obvious functor (E,∇) 7→ ι∗(E,∇) from the abelian category
MDR(X̄,D)(k) to the category LY -Mod of coherent OY -modules with an LY -module
structure. Moreover, the residue of (E,∇) along Y yields an endomorphism of ι∗(E,∇)
seen as an element of LY -Mod. When the residue is nilpotent, we get from Lemma 9.18 an
increasing filtration W• of ι∗(E,∇). By definition, the graded nearby functor of (E,∇) ∈
Mnilp

DR(X̄,D)(k) is grψY (E,∇) := grW ι∗(E,∇). It is an element ofMnilp
DR(Y,DY ).

9.3.3. Compatibilities. The following proposition is a straightforward consequence of the
constructions.

Proposition 9.20. Let D be a simple normal crossing divisor in a smooth projective
complex algebraic variety X̄. Let Dk be a (smooth) irreducible component of D.

(1) The diagram

Mnilp
DR(X̄,D)(C) Mnilp

DR(Dk, D
k)(C)

Munip
B (X)(C) Munip

B (Dk \Dk)(C)

grψDk

RH RH

grψDk

is commutative.
(2) For every field automorphism σ ∈ Aut(C/Q) and every (E,∇) ∈Mnilp

DR(X̄,D)(C),
one has

grψDσ
k
((E,∇)σ) = (grψDk

((E,∇)))σ .

Corollary 9.21. In the above setup, grψDk
:Munip

B (X)→Munip
B (Dk \Dk) is an absolute

Q-morphism.

9.4. Absolute Hodge subsets.

Definition 9.22. Let X be a connected normal algebraic space. An absolute Hodge sub-
stack Z ⊂ MB(X) is a Hodge substack for which Z(C) is Q-locally closed and absolute
Q̄-locally closed. An absolute Hodge subset Σ ⊂ MB(X)(C) is a set of points Σ = Z(C)
underlying an absolute Hodge substack Z ⊂MB(X).

By Proposition 9.10, absolute Hodge substacks ofMB(X) satisfy the same functoriality
properties as Hodge substacks, see Proposition 8.21:

Proposition 9.23. Let X be a connected normal algebraic space.
(1) For any r, MB(X, r) and {trivr} are absolute Hodge substacks of MB(X).
(2) Assume X is a curve. For any V ∈MB(X)(C)qu,ss, the fixed residual eigenvalues

leaf FE(V ) ⊂MB(X) is a closed absolute Hodge substack.
(3) Intersections and reductions of absolute Hodge substacks are absolute Hodge sub-

stacks. Q-irreducible components of reduced absolute Hodge substacks are absolute
Hodge substacks. Finite unions of closed absolute Hodge substacks are absolute
Hodge substacks.

(4) Let f : X → Y be a morphism of connected normal algebraic spaces and f∗ :
MB(Y )→MB(X) the pullback morphism. Then:
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(a) For any absolute Hodge substack Z ⊂ MB(X), (f∗)−1(Z) ⊂ MB(Y ) is an
absolute Hodge substack.

(b) For any absolute Hodge substack Z ⊂MB(Y ), f∗Z ⊂MB(X) is an absolute
Hodge substack provided f is dominant or a Lefschetz curve (see Definition 4.8)

(5) Inverse images of absolute Hodge substacks under the direct sum and tensor product
morphisms ⊕,⊗ :MB(X)2 →MB(X) are absolute Hodge substacks.

Corollary 9.24. Every irreducible component of a closed absolute Hodge substack contains
a point underlying a C-VHS.
Proof. By Corollary 9.17, Corollary 8.24, and Corollary 7.26. □

For completeness we give a notion of absolute Hodge subset suited to the semisimple
quasiunipotent local monodromy case, which is substantially easier since we do not have
to deal with the miniversal families.

Definition 9.25. Let X be a connected normal algebraic space. A coarse absolute Hodge
subset Σ ⊂ MB(X)(C)ss,qu is a Q-constructible absolute Q̄-constructible R>0-stable sub-
set.

We sometimes refer to subsets of MB(X)(C) being coarse absolute Hodge subsets, by
which we mean the corresponding set of semisimple local systems is coarse absolute Hodge.

Proposition 9.26. Let X be connected normal algebraic space.
(1) Let Z ⊂MB(X) be a closed absolute Hodge substack. Then for each n, Zqu|n(C)ss ⊂

MB(X) is a coarse absolute Hodge subset.
(2) Intersections and finite unions of coarse absolute Hodge subsets are coarse absolute

Hodge subsets.
(3) Let f : X → Y be a morphism of connected normal algebraic spaces and f∗ :
MB(Y )→MB(X) the pullback morphism. Then:
(a) For any coarse absolute Hodge subset Σ ⊂ MB(X)(C), (f∗)−1(Σ)ss,qu|n ⊂
MB(Y )(C) is a coarse absolute Hodge subset.

(b) For any coarse absolute Hodge subset Σ ⊂MB(Y )(C)ss,qu, f∗Σ ⊂MB(X)(C)
is a coarse absolute Hodge subset.

Proof. Immediate from Corollary 8.24, Proposition 9.10, Theorem 7.9, and the functoriality
of the R>0-action. □

Finally, we give an ad hoc definition that is not particularly well-behaved, but collects
the properties we will need for the proofs in Section 13 and Section 14.

Definition 9.27. Let X be a connected normal algebraic space. A weak absolute Hodge
subset Σ ⊂MB(X)(C) is a Q-constructible absolute Q̄-constructible subset such that:

(1) Each geometric irreducible component of ΣZar contains a point underlying a C-VHS
with quasiunipotent local monodromy.

(2) For each geometric irreducible component Σ0 of ΣZar which is not generically
semisimple with quasiunipotent local monodromy, let MΣ0 ⊂ MB(X) be the re-
duced substack with underlying set of points Σ0. ThenMΣ0 has a point underlying
a C-VHS with quasiunipotent local monodromy at which it is formally Hodge as
in Definition 4.58.

(3) There exists a Q-constructible absolute Q̄-constructible subset Σ0 ⊂ Σqu,ss satisfy-
ing (1) and containing the C-VHS points of Σ from (2).

Note that by definition a weak absolute Hodge subset has bounded rank. Note also
that a weak absolute Hodge subset Σ ⊂MB(X)(C)qu,ss is just a Q-constructible absolute
Q̄-constructible subset satisfying (1).
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Proposition 9.28.
(1) For any coarse absolute Hodge subset Σ ⊂MB(X)(C), there is a finite étale cover

p : X ′ → X corresponding to a finite quotient of the image of the monodromy
representation of

⊕
V ∈Σ V such that p∗Σ is a weak absolute Hodge subset.

(2) For any closed absolute Hodge substack Z ⊂ MB(X), Z(C) is a weak absolute
Hodge subset.

Proof. The first claim is immediate from by the density of the quasiunipotent locus (Corol-
lary 9.17) and Theorem 7.22 combined with Proposition 8.3. The second part follows from
Corollary 9.17, Proposition 9.23, and Corollary 9.24. □

Corollary 9.29. For each r,MB(X, r)(C) is a weak absolute Hodge subset ofMB(X)(C).

Proposition 9.30. Let X be a connected normal algebraic space.
(1) Finite unions and closures of weak absolute Hodge subsets are weak absolute Hodge.
(2) Q-irreducible components of weak absolute Hodge subsets are weak absolute Hodge.
(3) Let f : X → Y be a morphism of connected normal algebraic spaces and f∗ :
MB(Y ) → MB(X) the pullback morphism. Then for any weak absolute Hodge
subset Σ ⊂MB(Y )(C), f∗Σ ⊂MB(X)(C) is a weak absolute Hodge subset.

Proof. Immediate given 9.10, Proposition 4.61, the functoriality of the R>0-action, and the
fact that all operations are defined over Q. □

9.5. Generalities on Shafarevich morphisms.

Definition 9.31. Let X be a connected normal algebraic space (or more generally a
connected generically inertia-free normal Deligne–Mumford stack) and Σ ⊂ MB(X)(C)
a set of complex local systems. We say Σ is large if for every non-constant morphism
g : Z → X from a connected normal algebraic space Z, g∗Σ contains a nontrivial local
system.

Lemma 9.32. Let X be a connected generically inertia-free normal Deligne–Mumford
stack and Σ ⊂ MB(X)(C) a set of complex local systems. Assume that for every point
x ∈ X(C) the inertia of x acts faithfully on

⊕
V ∈Σ i

∗
xV . Then there exists a connected

finite Galois étale cover p : X ′ → X with Galois group G arising from a finite quotient
π1(X,x)→ img ρΣ → G such that X ′ is an algebraic space.

Proof. For any point x ∈ X, there is a finite set of local systems Σx ⊂ Σ such that the
inertia of x acts faithfully on

⊕
V ∈Σx

V . By Selberg’s lemma17, we obtain a cover of the
required form trivializing the inertia at points above x. By noetherianity (since the inertia
sheaf is constructible), such a cover exists trivializing all of the inertia. □

We say that a set of complex local systems Σ on a connected generically inertia-free
normal Deligne–Mumford stack X is nonextendable if there exists a connected finite Galois
étale cover by an algebraic space p : X ′ → X such that p∗Σ is not extendable. This
generalizes the definition for algebraic spaces thanks to Corollary 9.3.

Definition 9.33. Let X be a connected normal algebraic space and Σ ⊂MB(X)(C) a set
of complex local systems. A representable morphism f : X → Y to a connected generically
inertia-free normal Deligne–Mumford stack Y is an (algebraic) Σ-Shafarevich morphism if:

(1) s : X → Y is dominant and K(Y ) is algebraically closed in K(X).

17Selberg’s lemma states that any finitely generated subgroup of GLr(C) has a torsion-free finite-index
subgroup.
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(2) Σ is the pull back of a large nonextendable ΣY ⊂ MB(Y )(C) and for every point
y ∈ Y (C) the inertia of y acts faithfully on

⊕
V ∈ΣY

i∗yV .
(3) If a morphism g : Z → X from a connected Z has the property that g∗V is trivial

for every V ∈ Σ, then the composition Z → X → Y factors through Z → SpecC.

In particular, a Σ-Shafarevich morphism contracts exactly those subvarieties on which
the local systems in Σ have uniformly finite monodromy. Also, there is always a natural
étale cover Ỹ ΣY → Y by an analytic space and a diagram

X̃Σ Ỹ ΣY

Xan Y an

where the top horizontal map is equivariant with respect to the action of the natural deck
transformation groups.

Provided they exist, Σ-Shafarevich morphisms are functorial in the following sense:

Proposition 9.34. Let f : X → X ′ be a morphism between two normal connected algebraic
spaces, Σ ⊂ MB(X)(C) and Σ′ ⊂ MB(X

′)(C) two subsets such that f∗Σ′ ⊂ Σ. Suppose
s : X → Y (resp. s′ : X ′ → Y ′) is a Σ-Shafarevich morphism (resp. Σ′-Shafarevich
morphism). Then, there exists a unique morphism g : Y → Y ′ such that we have a
commutative diagram

X X ′

Y Y ′.

f

s s′

g

In particular, it follows that a Shafarevich morphism is unique up to unique isomorphism
provided it exists. Before proving this, we state the following lemma, which says that
the existence of a Shafarevich morphism can be checked on certain finite étale covers,
and in fact there is always such a cover where the target is an algebraic space. For any
Σ ⊂MB(X)(C), define ρΣ to be the monodromy representation of

⊕
V ∈Σ V .

Lemma 9.35. Let X be a connected normal algebraic space and Σ ⊂MB(X)(C).
(1) Suppose an algebraic Σ-Shafarevich morphism s : X → Y exists. Given a connected

finite Galois étale cover q : Y ′ → Y coming from a finite quotient π1(Y, y) →
img ρΣY

→ G, the base-change s′ : X ′ → Y ′ of s is an algebraic p∗Σ-Shafarevich
morphism, where p : X ′ → X is the base-change of q.

(2) Given a connected finite Galois étale cover p : X ′ → X with Galois group G arising
from a finite quotient π1(X,x) → img ρΣ → G, and a p∗Σ-Shafarevich morphism
s′ : X ′ → Y ′, then s′ is equivariant with respect to a G-action on Y ′, and the
quotient s : X → [G\Y ′] is a Σ-Shafarevich morphism.

Proof of Proposition 9.34 and Lemma 9.35. Part (1) of the lemma is straightforward.
We prove part (2) of the lemma and the proposition together in a sequence of more

general cases. We first prove Proposition 9.34 in the case f is an open embedding, Σ =
f∗Σ′, and Y, Y ′ are algebraic spaces; we will prove that g exists and is an isomorphism.
Let X → Z → Y be a factorization of s for which X → Z is an open embedding and
Z → Y is proper; likewise X → Z ′ → Y ′. If Z ′′ is the normalization of the closure of X in
Z×Z ′ via the diagonal map, then since the composition Z ′′ → Z×Z ′ → Y ×Y ′ is proper,
the pullback of ΣY ⊠ΣY ′ is nonextendable. But this pullback is the pullback of ΣY (resp.
ΣY ′) along Z ′′ → Y (resp. Z ′′ → Y ′), so it follows that both of these maps are proper. On
the other hand, Z ′′ → Y and Z ′′ → Y ′ have the same fibers, hence by the rigidity lemma
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[32, Lemma 1.15] there is a unique isomorphism g : Y → Y ′ making the obvious diagram
commute.

We now prove Proposition 9.34 when Y, Y ′ are algebraic spaces. Let X → X1 → Y ′ be a
relative compactification of the composition s′◦f andX1 → Z → Y ′ the Stein factorization.
Then X → Z is a f∗Σ-Shafarevich morphism. Thus we may assume X = X ′ and f is the
identity. Let X → X2 → Y ×Y ′ be a relative compactification of s×s′ : X → Y ×Y ′ with
X2 normal. As in the previous paragraph, X2 → Y is proper, and X2 → Y ′ contracts the
fibers of X2 → Y , so by the rigidity lemma there is a factorization X2 → Y → Y ′.

We now prove Lemma 9.35(2) provided Y ′ is an algebraic space. By the algebraic space
case of Proposition 9.34 proven above, G acts on the map s′, and the stack quotient is
easily checked to be the Σ-Shafarevich morphism.

We now prove Proposition 9.34 in general. By Lemma 9.35(1) base-changing along a
finite étale Galois cover of Y ′ yields the same setup, and by Lemma 9.32 we may take such
a cover for which Y ′ is an algebraic space. By the algebraic space case of Lemma 9.35(2),
this will be sufficient to prove the original claim by taking stack quotients. Thus, we may
assume Y ′ is an algebraic space. Again by Lemma 9.32 and Lemma 9.35(1), there is a
finite étale cover Y ′′ → Y with Y ′′ an algebraic space and Galois group G such that, if
p : X ′′ → X is the base-change, the base-change s′′ : X ′′ → Y ′′ of s is a p∗Σ-Shafarevich
morphism. By the algebraic space case of Proposition 9.34, the morphism X ′′ → Y ′

factors through a morphism Y ′′ → Y ′ which is moreover G-invariant, and it follows that
the required morphism Y → Y ′ exists.

Finally, the general case of Lemma 9.35(2) follows by the same argument as above now
using Proposition 9.34 for stacks. □

Definition 9.36. Let X be a connected normal algebraic space and Σ ⊂MB(X)(C). The
rank r Shafarevich saturation (or just r-saturation for short) of Σ is the subset Σr-sat ⊂
MB(X, rk ≤ r)(C) of those local systems of rank ≤ r which pullback trivially along any
morphism f : Z → X for which f∗V is trivial for all V ∈ Σ. That is,

Σr-sat :=
⋂

f :Z→X
f∗Σ⊂trivZ

(f∗)−1(trivZ) in MB(X, rk ≤ r)(C).

A subset Σ ⊂MB(C) which is equal to its rank r saturation is called r-saturated.

The main point of this definition is the following:

Corollary 9.37. Let X be a connected normal algebraic space, Σ ⊂ MB(X)(C) a subset
of local systems of bounded rank, and s : X → Y a morphism to a generically inertia-free
Deligne–Mumford stack. Then

(1) For any r, Σr-sat underlies a closed absolute Hodge subset. In particular, it is a
weak absolute Hodge subset.

(2) For r ≫ 0, s is a Σ-Shafarevich morphism if and only if it is a Σr-sat-Shafarevich
morphism.

Proof. Part (1) is by Proposition 9.23 and Proposition 9.28. Part (2) is clear. □

10. Pluriharmonic local systems over non-archimedean local fields

For the proof of the algebraic integrability of the Katzarkov–Zuo foliation in the next
section, we shall need to understand the graded nearby cycles functor in the category of
non-archimedean pluriharmonic bundles. More precisely, let K be a non-archimedean field
and V a semisimple K-local system with unipotent local monodromy on a log smooth
algebraic space (X̄,D). Associated to a pluriharmonic non-archimedean norm on V is
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a closed positive (1, 1)-current ωX̄ with continuous potential on X̄ which turns out to
be independent of the choosen pluriharmonic norm on V . On the other hand, for each
boundary component D0 there is a graded nearby cycles local system grψD0V , which
likewise has its own closed positive (1, 1)-current ωD0 ; we show ωD0 is the restriction
of ωX̄ . This is a corollary of a similar statement for the characteristic polynomials, see
Theorem 10.48.

10.1. Generalities on non-archimedean norms. References for this section include
[51, 50, 17, 13].

In all this section, K will be a non-archimedean local field with absolute value | · | : K →
R≥0, i.e. either a finite extension of Qp or Fp((T )) for a prime p. Write |K∗| = qZ for a
positive integer q.

Definition 10.1. Let V be a finite dimensional K-vector space. A norm on V is a function
∥ · ∥ : V → R≥0 such that

(1) ∥v∥ = 0⇐⇒ v = 0;
(2) ∥av∥ = |a|∥v∥ for all a ∈ K, v ∈ V ;
(3) ∥v + w∥ ≤ max{∥v∥, ∥w∥} for all v, w ∈ V .

We write N (V ) for the set of norms on V .

Note that ∥v + w∥ = max{∥v∥, ∥w∥} for all v, w ∈ V such that ∥v∥ ̸= ∥w∥. Indeed
∥w∥ = ∥(v + w) − v∥ ≤ max{∥v + w∥, ∥v∥} ≤ max{∥v∥, ∥w∥}. If ∥v∥ < ∥w∥, it follows
that ∥w∥ = max{∥v + w∥, ∥v∥}, and so ∥w∥ = ∥v + w∥.

Let V be a finite dimensional K-vector space. Let ∥ · ∥ be a norm on V . A basis
{v1, . . . , vn} of V such that ∥

∑
i aivi∥ = maxi(∥aivi∥) for every a1, . . . , an ∈ K is said to

be orthogonal for ∥ · ∥. Every norm admits an orthogonal basis [51, Proposition 1.1], and
every two norms always have a common orthogonal basis [51, Proposition 1.3].

If W ⊂ V is a sub-K-vector space, then the restriction of ∥ · ∥ to W is a norm on W .
There is also an induced norm on V/W by letting ∥x+W∥ := infy∈x+W ∥y∥ for every x ∈ V .

The dual V ∨ of V is endowed with the dual norm defined as:

∥λ∥ := sup
v∈V \{0}

|λ(v)|
∥v∥

.

If {v1, . . . , vn} is an orthogonal basis for ∥ · ∥, then its dual basis {v∨1 , . . . , v∨n} is an
orthogonal basis for the dual norm and ∥v∨i ∥ = ∥vi∥−1 for every i.

Finally, for every positive integer r, there is a unique induced norm ∧r∥ · ∥ on ∧rV such
that, if {v1, . . . , vn} is an orthogonal basis for ∥ · ∥ on V , then {vi1 ∧ . . . ∧ vir}i1<...<ir is
an orthogonal basis for ∧r∥ · ∥ on ∧rV and ∧r∥vi1 ∧ . . . ∧ vir∥ = ∥vi1∥ · · · ∥vir∥ for every
i1 < . . . < ir, see [51, Proposition 3.9].

Lemma 10.2. Let V be a K-vector space equipped with a norm ∥ · ∥. Let v ∈ V \ {0} and
λ ∈ V ∨ \ {0}. Then ∥v∥ · ∥λ∥ ≥ |λ(v)|, with equality if and only if Kv is orthogonal to the
hyperplane ker(λ).

Proof. The inequality is clear, as is the “if” part. For the “only if” part, note that V = Kv⊕
ker(λ) is orthogonal if and only if for any w ∈ ker(λ) we have ∥v + w∥ = max(∥v∥, ∥w∥),
which is automatic if ∥v∥ ̸= ∥w∥. If ∥v∥ · ∥λ∥ = |λ(v)|, then for such a w we have
λ(v + w) = λ(v), so |λ(v+w)|

∥v+w∥ ≤
|λ(v)|
∥v∥ implies ∥v∥ ≤ ∥v + w∥ ≤ max(∥v∥, |w∥), and if

∥v∥ = ∥w∥ we conclude ∥v + w∥ = ∥v∥. □
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Corollary 10.3. Let V be a K-vector space equipped with a norm ∥ ·∥ and let {v1, . . . , vn}
be an orthogonal basis. If v′ =

∑
i aivi and ∥v′∥ = |a1|∥v1∥, then {v′, v2, . . . , vn} is an

orthogonal basis.

Proof. Let {v∨1 , . . . , v∨n} be the dual basis of {v1, . . . , vn}. Taking λ = v∨1 , we find ∥λ∥ =
∥v1∥−1 so ∥v′∥ · ∥λ∥ = |a1| = |λ(v′)|. □

Corollary 10.4. Let V be a K-vector space equipped with two norms ∥ · ∥ and ∥ · ∥′.
Let v ∈ V \ {0} that realizes supu∈V \{0}

||u ||′
||u || . Then every hyperplane ker(λ) which is

∥ · ∥′-orthogonal to v is ∥ · ∥-orthogonal to v.

Proof. For every λ ∈ V ∨ \ {0}, we have

∥λ∥′ · ∥v∥
′

∥v∥
= sup

u∈V \{0}

|λ(u)|
∥u∥′

· sup
u∈V \{0}

∥u∥′

∥u∥
≥ sup

u∈V \{0}

|λ(u)|
∥u∥

= ∥λ∥

so |λ(v)| ≤ ∥v∥ · ∥λ∥ ≤ ∥v∥′ · ∥λ∥′. The conclusion follows from the lemma. □

Lemma 10.5. Let V be a K-vector space equipped with two norms || · || and || · ||′. Let
{v1, · · · , vn} be an orthogonal basis for || · ||. Then

sup
v∈V \{0}

|| v ||′

|| v ||
= max

i

|| vi ||′

|| vi ||
.

Proof. On the one hand, one trivially has supv∈V \{0}
|| v ||′
|| v || ≥ maxi

|| vi ||′
|| vi || . On the other

hand, if v =
∑

i aivi, then

∥v∥′ ≤ max
i
|ai|∥vi∥′ ≤ max

i

|| vi ||′

|| vi ||
·max

i
|ai|∥vi∥ = max

i

|| vi ||′

|| vi ||
· ∥v∥.

□

10.2. Relative spectrum of two norms. (Compare with [13, section 2.5].) Let V be a
K-vector space of dimension N . Let ∥ · ∥, ∥ · ∥′ ∈ N (V ) be two norms on V . The relative
spectrum of ∥ · ∥ with respect to ∥ · ∥ is the finite decreasing sequence

λ1(∥ · ∥, ∥ · ∥′) ≥ . . . ≥ λN (∥ · ∥, ∥ · ∥′)
defined by the formula

λi(∥ · ∥, ∥ · ∥′) := sup
W⊂V,dimW≥i

(
inf

w∈W\{0}
log
∥w∥′

∥w∥

)
.

In particular,

λ1(∥ · ∥, ∥ · ∥′) := sup
v∈V \{0}

log
∥v∥′

∥v∥
and

λN (∥ · ∥, ∥ · ∥′) := inf
v∈V \{0}

log
∥v∥′

∥v∥
= −λ1(∥ · ∥′, ∥ · ∥).

Proposition 10.6. [13, Proposition 2.24] Let V be a K-vector space of dimension N . Let
∥ · ∥, ∥ · ∥′ ∈ N (V ). Let (ei) be a basis of V which is orthogonal for both norms, and order
it so that

∥e1∥′

∥e1∥
≥ . . . ≥ ∥eN∥

′

∥eN∥
.

Then, for every i ∈ {1, . . . , N},

λi(∥ · ∥, ∥ · ∥′) = log
∥ei∥′

∥ei∥
.
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Corollary 10.7. For every k ∈ {1, . . . , N}, one has

k∑
i=1

λi(∥ · ∥, ∥ · ∥′) = λ1(∧k∥ · ∥,∧k∥ · ∥′).

Corollary 10.8. Let V = Kv⊕W be a decomposition which is orthogonal for both norms.
If moreover λ1(∥ · ∥, ∥ · ∥′) = log ∥v∥′

∥v∥ , then, for every integer i ∈ {1, . . . , rkV − 1}, one has

λi(∥ · ∥|W , ∥ · ∥′|W ) = λi+1(∥ · ∥, ∥ · ∥′).

10.3. Space of norms. Let V be aK-vector space of dimension N . The group GL(V )(K)
acts on N (V ) by composition.

To each basis e = (ei) of V is associated an injective map

ιe : RN ↪→ N (V ),

which takes a ∈ RN to the unique norm ∥ · ∥e,a that is diagonalized in (ei) and such
that log ∥ei∥e,a = −ai. The image Ae := ιe(Rn) ⊂ N (V ) is thus the set of norms that
are diagonalized in the given basis e, and is called an apartment (or flat) of N (V ). The
Bruhat-Tits metric on N (V ) is defined as:

d2(∥ · ∥, ∥ · ∥′) :=

(
N∑
i=1

(
λi(∥ · ∥, ∥ · ∥′)

)2)1/2

.

Theorem 10.9 (See [50, 2.4.7, Corollaire 2] and [13, Theorem 3.1 and Corollary 3.3]).
The function d2 : N (V ) × N (V ) → R≥0 defines a metric on N (V ), and (N (V ), d2) is a
NPC complete metric space. The Bruhat-Tits metric d2 is the unique metric on N (V ) for
which ιe : (RN , l2) ↪→ (N (V ), d2) is an isometric embedding for each basis e of V .

The extended Bruhat-Tits building ∆(GL(V ),K) can be canonically identified with
(N (V ), d2) as metric spaces equipped with an isometrical action of GL(V )(K), see [17].

Proposition 10.10. Let V be a finite-dimensional K-vector space. Let W ⊂ V be a
sub-K-vector space. Then the canonical map N (V ) → N (W ) × N (V/W ) is Lipschitz
continuous.

Proof. First, d2 is comparable to the Goldman-Iwahori distance d∞(∥·∥, ∥·∥′) := max(λ1(∥·
∥, ∥ · ∥′), λ1(∥ · ∥′, ∥ · ∥)), since any two norms on RN are equivalent, and d2, d∞ are both
pulled back from a norm on RN via the map given by the λi’s. Thus, it is enough to
prove N (V ) → N (W ) × N (V/W ) is distance-decreasing with respect to d∞. The map
N (V )→ N (W ) obtained by restricting the norm is clearly d∞-decreasing. Moreover, the
map N (V ) → N (V ∨) obtained by taking the dual norm is an involutive isometry with
respect to d∞ [13, Theorem 1.21]. Finally, the dual of the quotient norm on V/W is
the restriction of the dual norm of V [13, Lemma 1.23]. Thus, the quotient norm map
N (V )→ N (V/W ) is also distance decreasing with respect to d∞, and the claim follows.

□

10.4. Pluriharmonic norms on local systems.

Definition 10.11. Let X be a complex analytic space equipped with a K-local system
L. Let N (V ) → X be the total space of the locally constant sheaf of spaces of norms on
the stalks of V , so that the fiber N (V )x at x ∈ X is canonically identified with N (Vx). A
norm on V is then by definition a locally Lipschitz continuous section of N (V )→ X.
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Assume that X is connected and fix x ∈ X. Let ρ : π1(X)→ GL(Vx) be the monodromy
representation of V . A norm ∥·∥ on V is thus equivalent to a ρ-equivariant locally Lipschitz
continuous map X̃ → N (Vx).

Let (V, ∥ · ∥) be a normed K-local system. A set of sections v1, . . . , vk is orthogonal if it
is pointwise an orthogonal basis for its span.

Definition 10.12. Let (V, ∥ · ∥) be a normed K-local system on a complex analytic space
X. Its regular locus Reg(∥ · ∥) is the open subset of points x ∈ X for which an orthogonal
trivializing set of sections for V exists in some neighborhood of x. The complementary of
the regular subset is called the singular set of ∥ · ∥ and denoted Sing(∥ · ∥).

Definition 10.13. A harmonic (resp. pluriharmonic) K-local system on a complex ana-
lytic space X is a normed K-local system (V, ∥ · ∥) on X such that the associated section
of N (V ) → X is harmonic (resp. pluriharmonic): for every x ∈ X and every simply-
connected open neighborhood U of x in X, the induced map U → N (Vx) is harmonic
(resp. pluriharmonic).

We deduce from Proposition 6.28 the following:

Corollary 10.14. Let (V, ∥ · ∥) be a pluriharmonic K-local system on a complex manifold
X. Then its singular locus Sing(∥ · ∥) is pluripolar.

If (V, ∥ · ∥) is pluriharmonic and e1, . . . , ek is an orthogonal trivializing set of sections,
then the functions log ∥ei∥ are pluriharmonic.

Definition 10.15. Let V be a K-local system on a complex analytic space. A norm ∥ · ∥
on V is called plurisubharmonic if for every local section v of V the function log ∥v∥ is
plurisubharmonic.

Proposition 10.16. A pluriharmonic norm is plurisubharmonic.

Proof. Let V be a K-local system on a complex analytic space X. Let ∥ · ∥ be a pluri-
harmonic norm on V . Let v be a local section of V . Locally on the regular locus
of ∥ · ∥, there exists a flat orthogonal basis (ei) of V . Writing v =

∑
i aiei, one has

log ∥v∥ = maxi log ∥aiei∥. This shows that log ∥v∥ is plurisubharmonic on Reg(∥ ·∥). Since
Sing(∥ · ∥) ⊂ X is a pluripolar subset and log ∥v∥ is locally Lipschitz continuous, it follows
that log ∥v∥ is plurisubharmonic on X. □

Theorem 6.29 immediately implies the following extension result.

Theorem 10.17. Let (V, ∥ · ∥) be a normed K-local system on a complex analytic space
X. If (V, ∥ · ∥) is pluriharmonic in restriction to the complementary of a closed pluripolar
subset of X, then (V, ∥ · ∥) is pluriharmonic.

We will prove later a stronger extension result, cf. Theorem 10.25. Since the singular
locus of a pluriharmonic norm is a closed pluripolar subset of X thanks to Proposition
6.28, we get the following alternative characterization of pluriharmonicity.

Corollary 10.18. A normed K-local system (V, ∥ · ∥) is pluriharmonic if and only if there
exists a closed pluripolar subset S ⊂ X, such that for every point x ∈ X \ S there exists a
local trivializing orthogonal set of sections {ei} of V such that the functions z 7→ log ∥ei(z)∥
are pluriharmonic.

Proposition 10.19. Let (V1, ∥ · ∥1) and (V2, ∥ · ∥2) be two normed K-local systems on a
complex analytic space X. Let (V, ∥ · ∥) = (V1, ∥ · ∥1) ⊕ (V2, ∥ · ∥2). Then, (V, ∥ · ∥) is
pluriharmonic if and only if (V1, ∥ · ∥1) and (V2, ∥ · ∥2) are pluriharmonic.
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Proof. Let W1, W2 and W = W1 ⊕ W2 be K-vector spaces of finite dimension. Then
there is a canonical inclusion N (W1) × N (W2) → N (W ) as the subset of norms on W
for which the decomposition W = W1 ⊕W2 is orthogonal.This realizes N (W1) × N (W2)
as a closed convex subset of N (W ). Therefore, the proposition is a consequence of the
following general fact: if M is a Riemannian manifold and C ⊂ N is a closed convex subset
of the complete metric space N equipped with the induced metric, then a map M → C is
pluriharmonic if and only if the induced map M → N is pluriharmonic. □

10.5. Asymptotic behaviour of pluriharmonic norms.

Proposition 10.20. Let V be a K-local system on (D∗)n with quasiunipotent local mon-
odromies around zero. Then V admits a flat norm. When the local monodromies are
unipotent, V admits a flat lattice, i.e. there exists a sub-OK-local system L ⊂ V such that
L⊗OK

K = V .

Proof. Equivalently, one needs to prove that every finite set of commuting unipotent ele-
ments of GLr(K) stabilize a lattice of Kr, and that every finite set of commuting quasiu-
nipotent elements of GLr(K) have a common fixed point in N (Kr).

Let U1, . . . , Un be pairwise commuting unipotent elements of GLr(K). One easily proves
that they stabilize a common complete flag of Kr. By multiplying every element of a basis
adapted to the flag by an adequate power of the uniformizer, one obtains a lattice in Kr

stabilized by the Ui’s.
Let T1, . . . , Tn be pairwise commuting quasiunipotent elements of GLr(K). For every

i, let ri be a positive integer such that Ui := T rii is unipotent. Let F ⊂ N (Kr) be the
subset of norms that are fixed by the Ui’s. By the preceding paragraph, F is nonempty.
It is a closed convex subset of N (Kr), hence it is a NPC space. Since the Ti’s commute
pairwise, F is stabilized by the action of Zn via the Ti’s. It follows from the definition of
F that this action factorizes through (Z/Zri)n. Since F is a non empty NPC space, this
action has a fixed point by the Bruhat-Tits fixed point theorem. □

Definition 10.21. A normed K-local system (V, ∥ · ∥) on (D∗)n with quasiunipotent local
monodromies is said to be bounded in the neighborhood of 0 if there exists a flat norm
∥ · ∥′ on V such that the function z 7→ dN (Vz)(∥ · ∥z, ∥ · ∥′z) is bounded in the neighborhood
of 0.

Note that by Proposition 10.20, every K-local system on (D∗)n with quasiunipotent
monodromies admits a flat norm. Moreover, the distance between two flat norms is con-
stant, hence the definition of boundedness does not depend on the choice of the flat norm
∥ · ∥′.

Definition 10.22. Let (X̄,D) be a log smooth complex manifold of dimension n and
set X = X̄ \ D. A normed K-local system (V, ∥ · ∥) on X with quasiunipotent local
monodromies around D is said to be locally bounded in the neighborhood of D (or just
locally bounded at infinity) if for every admissible polydisk Dn ⊂ X̄ the restriction of
(V, ∥ · ∥) to Dn \D is bounded in the neighborhood of 0.

Proposition 10.23. Let (V, ∥ · ∥) be a pluriharmonic K-local system on (D∗)n with qua-
siunipotent local monodromies. Assume that there exists U ⊂ Dn a neighborhood of 0 such
that the restriction of (V, ∥ · ∥) to U \ {0} has finite energy. Then (V, ∥ · ∥) is Lipschitz
continuous in restriction to a neighborhood of 0 (and not only locally Lipschitz continuous).

Proof. Fixing r > 0 such that {(z1, . . . , zn) ∈ Dn |
∑

i |zi|2 < r} ⊂ U , the proposition
follows by applying Theorem 6.7 withR = 1 and Ωϵ = {(z1, . . . , zn) ∈ (D∗)n | ϵ <

∑
i |zi|2 <

r} (with the metric induced by the Poincaré metric on (D∗)n) for every 0 < ϵ < r. □
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Proposition 10.24. Let (V, ∥ · ∥) be a pluriharmonic K-local system on (D∗)n with quasi-
unipotent local monodromies around zero. If the restriction of (V, ∥ · ∥) to a neighborhood
of 0 has finite energy, then (V, ∥ · ∥) is bounded in the neighborhood of 0.

Proof. Thanks to Proposition 10.20, there exists a flat norm ∥ · ∥′ on V . By Proposition
6.14 the function δ : z 7→ dN (Vz)(∥ · ∥z, ∥ · ∥′z) is plurisubharmonic on (D∗)n. Since both ∥ · ∥
and ∥ · ∥′ have finite energy in a neighborhood of 0, it follows from Proposition 10.23 that
the function δ is bounded in the neighborhood of 0 by the function z 7→ C log (− log |z|) for
some C > 0. In particular, δ extends as a plurisubharmonic function on a neighborhood
of 0 in Dn and therefore it is bounded in a neighborhood of 0. □

10.6. Extension of pluriharmonic norms.

Theorem 10.25. Let D be a normal crossing divisor in a complex manifold X of di-
mension n. Let V be a K-local system on X. Let ∥ · ∥ be a pluriharmonic norm on the
restriction of V to X \D. Assume that ∥ · ∥ has finite energy with respect to a metric of
Poincaré type on X \D. Then ∥ · ∥ is the restriction of a unique pluriharmonic norm on
V .

Proof. Since a pluriharmonic norm is continuous, the unicity is clear. In particular, to prove
the existence of the extension, one can work locally on X. Therefore, one can replace X by
an admissible polydisk Dn ⊂ X and prove the existence in a neighborhood of 0 ∈ Dn. By
assumption, the norm ∥·∥ belongs to W 1,2((D∗

r)
n,N (V )) for every 0 < r < 1. In particular,

thanks to Proposition 10.24, there exists 0 < r < 1 such that in addition the norm ∥ · ∥
is bounded on (D∗

r)
n. The trace of ∥ · ∥ is a well-defined element of L2(∂(D∗

r)
n,N (V )).

Let ∥ · ∥′ be the unique harmonic norm on V|Dn
r

with the same trace as ∥ · ∥ on ∂Dnr , see
Theorem 6.5. The function (D∗

r)
n → R≥0, z 7→ dN (Vz)(∥·∥z, ∥·∥′z) is bounded. Moreover, it

is subharmonic by Proposition 6.14, hence by Brelot extension theorem, it extends uniquely
as a subharmonic function on Dnr . Since its trace in L2(∂(D∗

r)
n,R) is zero by Theorem 6.3,

it is zero everywhere by the maximum principle. This shows that ∥ · ∥ admits an extension
to Dnr as an harmonic norm, hence in particular as a locally Lipschitz continuous norm.
Thanks to Theorem 6.29, this extension is pluriharmonic. □

10.7. Existence.

Theorem 10.26. Let (X̄,D) be a projective log smooth variety and set X = X̄ \D. Let
V be a semisimple K-local system on X with quasiunipotent local monodromy. Then V
admits a pluriharmonic norm of finite energy with respect to any Poincaré-type complete
Kähler metric on X.

Proof. It is sufficient to consider the case where V is an irreducible K-local system. Fix
a Poincaré-type complete Kähler metric on X. Fix x ∈ X. Let ρ : π1(X,x)→ GL(Vx) be
the monodromy representation of V . Let X ′ → X be a finite étale cover such that the
Zariski closure G of the image of ρ′ := ρ|π1(X′) is connected (and reductive). Thanks to
Theorem 6.25, there exists a ρ′-equivariant harmonic map X̃ → ∆(G,K) of finite energy.
The induced ρ′-equivariant map u : X̃ → ∆(GL(Vx)) is thus locally Lipschitz continuous
with finite energy. Applying Proposition 6.12, we get that there exists a ρ-equivariant
locally Lipschitz continuous map X̃ → ∆ of finite energy. Since ρ is irreducible, its image
is not contained in any parabolic subgroup of GL(Vx), therefore the action of ρ does not
have any fixed point on ∂∆(GL(Vx)). We conclude from Theorem 6.8 the existence of
a ρ-equivariant harmonic map u : X̃ → ∆(GL(Vx)) of finite energy, which is necessarily
pluriharmonic thanks to Theorem 6.27. □

10.8. Induced norm on sublocal systems.
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10.8.1. The local setting.

Lemma 10.27. Suppose {fi}i∈I is a finite set of subharmonic functions on a connected
Kähler manifold such that f = maxi∈I fi is harmonic. Then if f = fi holds at some point
it holds everywhere.

Proof. Suppose f = fi at some point. Then fi−f is subharmonic and achieves its maximum
value, namely zero, hence it is zero everywhere. □

Lemma 10.28. Let (V, ∥·∥) be a harmonic K-local system on a connected Kähler manifold
X. Let {v1, . . . , vn} be a flat orthogonal basis. Let v be a nonzero section of V such that
log ∥v∥ is harmonic. Then, up to renumbering the vi’s, {v, v2, . . . , vn} is a flat orthogonal
basis.

Proof. Write v =
∑

i aivi, so that log ∥v∥ = max1≤i≤n log ∥aivi∥. Since {v1, . . . , vn} is
a flat orthogonal basis, the functions log ∥aivi∥ = log |ai| + log ∥vi∥ are harmonic. Since
log ∥v∥ is harmonic by assumption, it follows from Lemma 10.27 that there exists i such
that ∥v∥ = ∥aivi∥ on X. Finally, thanks to Corollary 10.3, up to renumbering the vi’s,
{v, v2, . . . , vn} is a flat orthogonal basis. □

Lemma 10.29. Let (V, ∥ · ∥) be a harmonic K-local system on a Kähler manifold X.
Let W ⊂ V be a sub-K-local system equipped with a harmonic norm ∥ · ∥W . Let ∥ · ∥V
denote the norm on W induced by ∥ · ∥. Assume that for every 1 ≤ i ≤ rkW the function
λi(∥ · ∥W , ∥ · ∥V ) is harmonic. Assume that both (V, ∥ · ∥) and (W, ∥ · ∥W ) admit a flat
orthogonal basis. Then there exists a flat basis (ei) of W which is orthogonal for both ∥ ·∥V
and ∥ · ∥W , that can be completed into a flat orthogonal basis of (V, ∥ · ∥) and such that
λi(∥ · ∥W , ∥ · ∥V ) = log ∥ei∥V

∥ei∥W .

Proof. By induction on the rank of V . There is nothing to prove if V has rank zero.
Therefore, let us assume that the rank of V is positive. Let {v1, . . . , vn} be a flat orthogonal
basis of (V, ∥ · ∥) and {w1, . . . , wr} be a flat orthogonal basis of (W, ∥ · ∥W ). Thanks to
Proposition 10.6, one has

λ1(∥ · ∥W , ∥ · ∥V ) = max
1≤i≤r

log
∥wi∥V
∥wi∥W

.

By assumption, the functions log ∥wi∥V
∥wi∥W are subharmonic. It follows from Lemma 10.27

that λ1(∥ · ∥W , ∥ · ∥V ) = log ∥wi∥V − log ∥wi∥W for some i. This shows that the function
log ∥wi∥ = λ1(∥ · ∥V , ∥ · ∥W ) + log ∥wi∥W is harmonic. Therefore, thanks to Lemma 10.28,
up to renumbering the vi’s, one can assume that {wi, v2, . . . , vn} is a flat orthogonal basis
of (V, ∥ · ∥).

Let V ′ be the sublocal system of V generated by the vi’s with i ≥ 2, so that the
decomposition V = Kwi ⊕ V ′ is ∥ · ∥-orthogonal. Therefore the norm ∥ · ∥V ′ induced by
∥ · ∥ on V ′ is harmonic by Proposition 10.19.

Let W ′ := W ∩ V ′. Then the decomposition W = Kwi ⊕ W ′ is ∥ · ∥V -orthogonal.
Thanks to Corollary 10.4, the decomposition W = Kwi⊕W ′ is also ∥ · ∥W -orthogonal. In
particular, the norm ∥ · ∥W ′ induced by ∥ · ∥W on W ′ is harmonic by Proposition 10.19.
Moreover, thanks to Corollary 10.8, for every integer i ∈ {1, . . . , rkV − 1}, one has

λi(∥ · ∥W ′ , (∥ · ∥V ′)|W ′) = λi+1(∥ · ∥W , ∥ · ∥V ).
Therefore one can apply the induction to (V ′, ∥ · ∥V ′) and (W ′, ∥ · ∥W ′) and conclude the
proof. □

Lemma 10.30. Let (V, ∥ · ∥) be a pluriharmonic K-local system on a Kähler manifold X.
Let W ⊂ V be a sub-K-local system equipped with a pluriharmonic norm ∥ · ∥W . Let ∥ · ∥V
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denote the norm on W induced by ∥ · ∥. Assume that for every 1 ≤ i ≤ rkW the function
λi(∥ · ∥W , ∥ · ∥V ) is pluriharmonic. Then the norm on W ⊕ (V/W ) induced by ∥ · ∥ is
pluriharmonic.

Proof. By Proposition 10.10, the norm on W ⊕ (V/W ) induced ∥ · ∥ is locally Lipschitz
continuous. Since Sing(∥ · ∥) and Sing(∥ · ∥W ) are closed pluripolar subsets of X by Corol-
lary 10.14, thanks to Theorem 10.17 it is sufficient to prove that the norm on W ⊕ (V/W )
induced ∥ · ∥ is pluriharmonic on Reg(∥ · ∥)∩Reg(∥ · ∥W ). Since pluriharmonicity is a local
property, one can assume that both (V, ∥ · ∥) and (W, ∥ · ∥W ) admit a flat orthogonal basis,
so that one can apply Lemma 10.29 to conclude. □

Corollary 10.31. Let (V, ∥ · ∥) be a pluriharmonic K-local system on a connected complex
analytic space X. Let W ⊂ V be a sub-K-local system. If the norm on W induced by ∥ · ∥
is pluriharmonic, then the norm on V/W induced ∥ · ∥ is pluriharmonic.

Proof. This a direct consequence of Lemma 10.30, in which we take for ∥ · ∥W the norm
on W induced by ∥ · ∥. □

10.8.2. The global setting.

Proposition 10.32. Let (X̄,D) be a compact log smooth Kähler manifold and set X =
X̄ \D. Let V be a K-local system on X, with quasiunipotent local monodromy. Let ∥ · ∥ be
a plurisubharmonic norm on V (see Definition 10.15), which is locally bounded at infinity.
Let W ⊂ V be a sub-K-local system equipped with a pluriharmonic norm ∥ · ∥W which is
locally bounded at infinity. Then the functions λi(∥ · ∥W , ∥ · ∥|W ) are constant for every
1 ≤ i ≤ rkW .

Proof. Thanks to Corollary 10.7, the function
∑k

i=1 λi(∥·∥W , ∥·∥|W ) is equal to the function
λ1(∧k∥ · ∥W ,∧k∥ · ∥|W ) for every k. But the latter is a plurisubharmonic on X and locally
bounded at infinity, hence it is constant on X. It follows that the function λi(∥·∥W , ∥·∥|W )
are constant. □

Theorem 10.33. Let (X̄,D) be a compact log smooth Kähler manifold and set X = X̄\D.
Let V be a K-local system on X, with quasiunipotent local monodromy. Let ∥ · ∥ be a
pluriharmonic norm on V , which is locally bounded at infinity. Let W ⊂ V be a sub-K-
local system. Assume that W admits a pluriharmonic norm which is locally bounded at
infinity. Then the norm induced by ∥ ·∥ on W ⊕V/W is pluriharmonic and locally bounded
at infinity.

Proof. Let ∥ · ∥W be a pluriharmonic norm on W which is locally bounded at infinity.
Thanks to Proposition 10.32, the functions λi(∥ · ∥W , ∥ · ∥|W ) are constant. It follows from
Lemma 10.30 that the norm induced by ∥ · ∥ on W ⊕ V/W is pluriharmonic. Moreover, it
is locally bounded at infinity thanks to Proposition 10.10. □

Corollary 10.34. Let (X̄,D) be a compact log smooth Kähler manifold and set X = X̄\D.
Let V be a K-local system on X, with quasiunipotent local monodromy. Let ∥ · ∥ be a
pluriharmonic norm on V , which is locally bounded at infinity. Let W• ⊂ V be a filtration
by sub-K-local systems. Assume that grW V admits a pluriharmonic norm which is locally
bounded at infinity. Then the norm induced by ∥ · ∥ on grW V is pluriharmonic and locally
bounded at infinity.

Proof. By induction on rkV . Let W ⊂ V be the smallest non-zero piece of the filtration
W•. By assumption, W admits a pluriharmonic norm which is locally bounded at infinity.
Thanks to Theorem 10.33, the norm induced by ∥ · ∥ on W ⊕ V/W is pluriharmonic and
locally bounded at infinity. Let W ′

• ⊂ V/W be the filtration induced by W• on V/W . Since
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grW
′
V/W is a factor of grW V , it admits a pluriharmonic norm which is locally bounded

at infinity, see Proposition 10.19. Therefore one can conclude by induction. □

Corollary 10.35. Let (X̄,D) be a compact log smooth Kähler manifold and set X = X̄\D.
Let V be a K-local system on X, with quasiunipotent local monodromy. Let ∥ · ∥ be a
pluriharmonic norm on V , which is locally bounded at infinity. Let W • ⊂ V be a filtration
by sub-K-local systems. Assume that grW V is a semisimple K-local system. Then the
induced norm on grW V is pluriharmonic and locally bounded at infinity.

Proof. Follows from Theorem 10.26 and Corollary 10.34. □

10.9. The characteristic polynomial of a pluriharmonic local system. The mate-
rial presented in this section is close to some material presented in [65, 61, 44, 67, 29, 14]
in a slightly different setting.

Let (V, ∥ ·∥) be a pluriharmonic K-local system of rank r on a complex manifold X. Let
x ∈ X \ Sing(V, ∥ · ∥) and {v1, . . . , vr} be a flat orthogonal basis of V in a neighborhood U
of x. Let ωi := ∂ log ∥vi∥ for every i. Since the functions log ∥vi∥ are pluriharmonic, the
ωi’s are holomorphic one-forms. Another choice of a flat orthogonal basis yields the same
collection, up to permutation, thanks to the following lemma.

Lemma 10.36. Let (V, ∥ · ∥) be a harmonic K-local system on a connected complex man-
ifold U . Let {v1, . . . , vr} and {v′1, . . . , v′r} be two flat orthogonal basis of V . Then, up to
reordering the first basis, one has log ∥vi∥ = log ∥v′i∥+ kiq for some integers ki.

Proof. For every x ∈ U , one has log ∥Vx \ {0}∥ = ∪i log ∥vi∥+ qZ. Therefore, for a fixed i,
U is the union the closed subsets {log ∥v′i∥ = log ∥vj∥+ k} with j ∈ {1, . . . , r} and k ∈ Z.
By Baire category theorem, one of these subsets has non empty interior, hence is equal to
U by analytic continuation. □

In particular, if T is a formal variable, the coefficients of the polynomial P (T ) :=∏
i(T − ωi) = T r + σ1T

r−1 + · · · + σr are well-defined holomorphic symmetric forms on
U \ Sing(V, ∥ · ∥). Since these forms do not depend on any choices, varying the point x,
we get a well-defined polynomial P (T ) = T r + σ1T

r−1 + · · · + σr whose coefficients are
holomorphic symmetric forms on X \ Sing(V, ∥ · ∥). The pluriharmonic map X̃ → N (Vx0)
associated to (V, ∥ · ∥) is locally Lipschitz continuous, therefore the forms σi are locally
bounded in the neighborhood of every point of Sing(V, ∥ · ∥). Since by Theorem 6.24 the
singular locus of (V, ∥ · ∥) has Hausdorff codimension at least 2, they extend to X by [105,
Lemma 3.(ii)]. We call the polynomial P (T ) the characteristic polynomial of (V, ∥ · ∥).

Proposition 10.37. Let (V, ∥·∥) be a pluriharmonic K-local system on a complex manifold
X. Let Y be a complex manifold and f : Y → X be a holomorphic map. Then the charac-
teristic polynomial of f∗(V, ∥ · ∥) is equal to the pull-back of the characteristic polynomial
of (V, ∥ · ∥).

Proof. As in [44, §1.4]. The pluriharmonic norm corresponds to a pluriharmonic map
u : X̃ → ∆ which is locally Lipschitz continuous (Theorem 6.5). The building ∆ has a
length structure: any Lipschitz continuous arc γ : [0, 1] → ∆ has a well defined length
by using the local metric embedding in euclidean space. Concretely, any such arc can be
decomposed into arcs contained in an apartment, and the length of such an arc is the
standard length with respect to the euclidean metric given by the canonical coordinates.
By pushing forward arcs, X̃ acquires a length structure. By deforming any arc to the
regular locus using Theorem 6.24, it is equivalently described by taking the integral of the
square root of the sum of the squares of the real parts of the roots of PV . The length
structure on Ỹ is clearly the pullback of that of X̃, as both are pulled back from ∆. It
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therefore remains to show the length structure determines the characteristic polynomial.
In the regular locus we may find arcs for which all but one of the real parts of the roots
vanish, and then the length function determines the restriction of the form. Taking such
arcs through a point we thereby determine the real parts of the roots, hence the roots, and
therefore the characteristic polynomial at that point. As the regular locus is dense, the
length structure determines PV . □

Proposition 10.38. If 0→ (V1, ∥·∥1)→ (V, ∥·∥)→ (V2, ∥·∥2)→ 0 is an exact sequence of
pluriharmonic K-local systems on a complex manifold X, then the characteristic polynomial
of (V, ∥ · ∥) is equal to the product of the characteristic polynomials of (V1, ∥ · ∥1) and
(V2, ∥ · ∥2).
Proof. One can assume that X is connected. Let x ∈ Reg(V, ∥ ·∥)∩Reg(V1, ∥ ·∥1). Thanks
to Lemma 10.29 there exists in the neighborhood of x a flat orthogonal basis (v1, . . . , vk)
of (V1, ∥ · ∥1) that completes into a flat orthogonal basis (v1, . . . , vr) of (V, ∥ · ∥). A fortiori,
the images of (vk+1, . . . , vr) in V2 give a flat orthogonal basis of (V2, ∥ · ∥2). Therefore, the
equality from the statement holds in a neighborhood of x, hence on the whole of X by
analytic continuation. □

Definition 10.39. Let (V, ∥·∥) be a pluriharmonic K-local system of rank r on a complex
manifold X. We say that its characteristic polynomial P (T ) is split if there exists r
holomorphic one-forms ω1, · · · , ωr ∈ H0(X,Ω1

X) such that P (T ) :=
∏
i(T − ωi).

By construction, the characteristic polynomial of a pluriharmonicK-local system (V, ∥·∥)
is split in the neighborhood of every point of X \ Sing(V, ∥ · ∥).
Proposition 10.40. Let (X̄,D) be a compact log smooth Kähler manifold and set X =
X̄ \D. Let (V, ∥·∥) be a pluriharmonic K-local system of rank r on X, with quasiunipotent
local monodromy and finite energy. Then the coefficients of its characteristic polynomial
extend (uniquely) as holomorphic logarithmic symmetric forms on (X̄,D). Moreover, if
the characteristic polynomial P (T ) of (V, ∥ · ∥V ) is split, then there exist n holomorphic
one-forms ω1, . . . , ωr on X̄ such that P (T ) =

∏
i(T − ωi|X).

In particular, if X is algebraic, then by GAGA the coefficients of the characteristic
polynomial are algebraic symmetric forms on X.

Proof. Let P (T ) = T r + σ1T
r−1 + · · · + σr be the characteristic polynomial of (V, ∥ ·

∥). Its coefficients are holomorphic symmetric forms on X. Let x ∈ X̄ be a smooth
point of D, so that there exists an admissible polydisk Dd ⊂ X̄ centered at x such that
D ∩ Dd = {z1 = 0}. Thanks to Proposition 10.23, the restriction of the forms σk to
Dd \ D are bounded in the neighborhood of 0 with respect to the Poincaré metric on
Dd \D. Write σk =

∑
|α|=k τα(z)dz

α for some holomorphic functions τα on Dd \D. Here
α = (α1, . . . , αd) ∈ Nd, with |α| :=

∑d
i=1 αi and dzα := dzα1

1 . . . dzαd
d . Then

|σk|2ωP
=
∑
|α|=k

|τα(z)|2
(
|z1| log |z1|2

)2α1

d∏
i=2

(1− |zi|2)2αi ,

so that the function |τα(z)|2
(
|z1| log |z1|2

)2α1 is bounded in the neighborhood of 0 for every
α. It follows that z 7→ τα(z) · zk1 extends as a holomorphic function on Dd. This shows
that σk extends as a holomorphic logarithmic symmetric form on the complementary of
the singular locus of D in X̄, hence on the whole of X̄ since the later has codimension at
least 2 in X̄.

Assume now that the characteristic polynomial P (T ) of (V, ∥ · ∥V ) is split, so that
there exist r holomorphic one-forms ω1, . . . , ωr on X such that P (T ) =

∏
i(T − ωi). The
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holomorphic one-forms ω1, . . . , ωr are orthogonal on the regular locus of (V, ∥ · ∥), hence
everywhere on X. Since (V, ∥ · ∥) has bounded energy, it follows that the ωi’s are square
integrable in a Poincaré type metric on X. Working near a smooth point of D as above
and writing ωi =

∑d
l=1 ϕildzl for some holomorphic functions ϕil on Dd \D, we get that∫
D∗×Dd−1

|ϕi1(z)|2iddz1 ∧ dz̄1 ∧ . . . ∧ dzd ∧ dz̄d <∞

and that ∫
D∗×Dd−1

|ϕil(z)|2
1

|z1|2(log |z1|2 + 1)2
iddz1 ∧ dz̄1 ∧ . . . ∧ dzd ∧ dz̄d <∞

for every l > 1. This implies that the ϕil’s extend as holomorphic functions on Dd, hence
the ωi’s extend as holomorphic one-forms on X̄. □

Lemma 10.41. Let (X̄,D) be a log smooth Kähler manifold. Let P (T ) be a monic polyno-
mial with log symmetric form coefficients on (X̄,D) which is locally split on a dense Zariski
open. Then there is a log smooth Kähler manifold (X̄ ′, D′) and a proper generically finite
f : (X̄ ′, D′)→ (X,D) such that f∗P is globally split on X̄ ′ with log form roots.

Proof. Let q : E → X̄ be the total space of the vector bundle ΩX̄(logD), and the tauto-
logical section s of q∗ΩX̄(logD) yields a tautological section α of ΩE(log q−1(D)). There
is then a closed analytic subvariety Z(P ) ⊂ E where s satisfies the polynomial q∗P as a
section of q∗ΩX̄(logD), or equivalently where α satisfies q∗P as a form. Since P is monic,
Z(P ) is finite over X̄. Since P is locally split on a dense Zariski open, it follows that Z(P )
dominates X̄, so there is an irreducible component Z of the reduction of Z(P ) which is
not the zero section and which dominates X̄. Let π : (Ȳ , DY ) → (Z,Z ∩ π−1(D)) be a
log resolution and g : (Ȳ , DY )→ (X̄,D). Then the pullback π∗α is a log form and a root
of g∗P , so g∗P factors. Since the factors also have log symmetric form coefficients, by
induction on the degree of P the proof is completed. □

Proposition 10.42. Let V be a K-local system on a smooth complex algebraic variety X
with quasiunipotent local monodromy. Let ∥ · ∥ and ∥ · ∥′ be two pluriharmonic norms on
V , that are locally bounded at infinity. Then their characteristic polynomials are equal.

Proof. Thanks to Proposition 10.32, the relative spectrum of ∥ ·∥ and ∥ ·∥′ is constant. Let
x ∈ X \ (Sing(∥ · ∥) ∪ Sing(∥ · ∥′)). Then by Lemma 10.29 there exist a flat basis (ei) of V
in a neighborhood of x which is orthogonal for both norms and such that λi(∥ · ∥, ∥ · ∥′) =
log ∥ei∥′

∥ei∥ . By differentiating, we get that the characteristic polynomials of ∥ · ∥ and ∥ · ∥′
are equal in a neighborhood of x, hence everywhere by analytic continuation. □

Corollary 10.43. Let V be a K-local system on a smooth complex algebraic variety X,
equipped with a pluriharmonic norm ∥ · ∥ which is locally bounded at infinity. If V is
trivializable, then ∥ · ∥ is necessarily flat.

Proof. Thanks to Proposition 10.42, the coefficients of the characteristic polynomial of ∥·∥
are zero (except the top coefficient). It follows that the pluriharmonic map corresponding
to ∥ · ∥ is constant on the regular locus of ∥ · ∥, hence everywhere by density of the regular
locus. □

10.10. The canonical current. Let (X̄,D) be a compact log smooth Kähler manifold
and set X = X̄ \D. Let (V, ∥ · ∥) be a pluriharmonic K-local system of rank r on X, with
quasiunipotent local monodromy and finite energy. In the neighborhood of any regular
point of (V, ∥ · ∥), there is a collection of r holomorphic one-forms ωi, well-defined up to
permutation. Therefore the smooth semipositive (1, 1)-form

√
−1
∑

i ωi∧ ω̄i is well-defined
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on the regular locus of (V, ∥ · ∥). Moreover, it extends uniquely as closed positive (1, 1)-
current ω with continuous potential on X̄. This is an obvious consequence of Proposition
10.40 if the characteristic polynomial of (V, ∥ · ∥) is split. The general case follows from
the existence of the spectral cover (see Lemma 10.41) and a classical average procedure.

The current ω is called the canonical current associated to (V, ∥ · ∥), and it follows from
Proposition 10.42 that it depends only on the underlying local system V .

Proposition 10.44 (See [58, Proposition 2.2] and [44, Proposition 3.3.6]). Let (X̄,D) be
a compact log smooth Kähler manifold and set X = X̄ \ D. Let (V, ∥ · ∥) be a plurihar-
monic K-local system on X, with quasiunipotent local monodromy and finite energy. Let
ωV be the associated current. Fix x0 ∈ X. Let ρ : π1(X,x0)→ GL(Vx0) be the monodromy
representation of V and u : X̃ → N (Vx0) be the ρ-equivariant pluriharmonic map corre-
sponding to (V, ∥ · ∥). Choose Q ∈ N (Vx0) and let ϕ : X̃ → R≥0 be the function defined as
ϕ(x) := 2 · d2(u(x), Q)2 for every x ∈ X̃. Then ddcϕ ≥ ωV .

10.11. The graded nearby cycle functor for pluriharmonic local systems.

Proposition 10.45. Let (V, ∥ · ∥) be a pluriharmonic K-local system on (D∗)k × Dn−k,
with quasiunipotent local monodromy and finite energy. Assume that (V, ∥ · ∥) extends as
a normed K-local system to (D∗

r)
k × Dn−kr for some r > 1. Let W• be a filtration of V

by sub-K-local systems such that the K-local system grW V extends to Dn. Then, up to
going to a finite étale cover (D∗)k × Dn−k → (D∗)k × Dn−k, there exists a pluriharmonic
K-local system (V ′, ∥ · ∥′) on Dn equipped with a filtration W ′

• by sub-K-local systems and
an isomorphism grW

′
V ′ ≃ grW V as graded normed K-local systems on (D∗)k × Dn−k.

Proof. Since (V, ∥ · ∥) has finite energy, thanks to Proposition 10.24 it is locally bounded
in the neighborhood of 0. Fix a point P ∈ (D∗)k × Dn−k and let u : Hk × Dn−k → N (VP )
be the Zk-equivariant pluriharmonic map associated to ∥ · ∥. Since the image of u is
bounded, it meets only finitely many simplices of N (VP ). Since the monodromy action
preserves the simplicial structure of N (VP ), a finite index of the monodromy group Zk
acts trivially on the image of u. Therefore, u factorizes through a finite étale cover of
(D∗)k × Dn−k. Note that the induced map v : (D∗)k × Dn−k → N (VP ) has finite energy
with respect to the Poincaré metric on (D∗)k × Dn−k. Let V ′ (resp. W ′

i ) be the constant
local system on Dn with fiber VP (resp. (Wi)P ) at P . The map v endows the restriction of
V ′ to (D∗)k × Dn−k with a pluriharmonic norm, which thanks to Theorem 10.25 extends
(uniquely) as a pluriharmonic norm on V ′ on Dn. By construction, there is an isomorphism
grW

′
V ′ ≃ grW V as graded normedK-local systems on (D∗)k×Dn−k, so that the statement

follows. □

Proposition 10.46. Let D be a compact Kähler manifold. Let E ⊂ D be a simple normal
crossing divisor. Let N ≥ 0. For every 0 ≤ k ≤ N , let Gk be a K-local system on D \ E
with quasiunipotent local monodromy, and ∥ · ∥k be a norm on Gk which is locally bounded
at infinity. Assume the following conditions hold:

• Every Gk admits a pluriharmonic norm which is locally bounded at infinity.
• In the neighborhood of every x ∈ D\E, there exists a pluriharmonic K-local system
(V ′, ∥ · ∥′) equipped with a filtration W ′

• by sub-K-local systems such that, for every
k, the K-local system grW

′
k V ′ equipped with the norm induced by ∥·∥′ is isomorphic

to (Gk, ∥ · ∥k) as normed K-local systems.
Then the norms ∥ · ∥k are pluriharmonic for every k.

Proof. By induction on N . There is nothing to prove if N = 0. Assume that N ≥ 1.
Without lost of generality, one can assume that G0 is non-zero. By assumption, G0 admits
a pluriharmonic norm ∥ · ∥H which is locally bounded at infinity.
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Let x ∈ D \ E, and let (V ′, ∥ · ∥′) and W ′
• as in the statement of the proposition. Let

∥ · ∥′0 be the plurisubharmonic norm on W ′
0 induced by the pluriharmonic norm ∥ · ∥′. By

assumption, (W ′
0, ∥ · ∥′0) ≃ (G0, ∥ · ∥0) as normed K-local systems in the neighborhood

of x. In particular, by letting x cover D \ E, we get that the norm ∥ · ∥0 on G0 is
plurisubharmonic. It follows from Proposition 10.32 (applied to W = V = G0) that the
functions λi(∥ · ∥H , ∥ · ∥0) are constant for every i. On the other hand, working again in
the neighborhood of x ∈ D \ E, the functions λi(∥ · ∥H , ∥ · ∥′0) are equal to the functions
λi(∥·∥H , ∥·∥0), hence constant. Therefore, by Proposition 10.30, the norm induced by ∥·∥′
on W ′

0 ⊕ (V ′/W ′
0) is pluriharmonic. In particular, the norm ∥ · ∥0 on G0 is pluriharmonic.

But replacing (V ′, ∥ · ∥′) and W ′
• by (V ′/W ′

0, ∥ · ∥′) and W ′
•/W

′
0 in the neighborhood of

every x ∈ D \ E, we can apply the induction and conclude the proof. □

We consider the following setting:
• Let D ⊂ U be an inclusion of a compact Kähler manifold in a Kähler manifold.

Let E ⊂ U be a divisor such that D ∪ E is a simple normal crossing divisor of U .
• Let V be a K-local system on U \ (D ∪E) with quasiunipotent local monodromy.
• Let ∥ ·∥ be a pluriharmonic on V , with finite energy with respect to a Poincaré-like

Kähler metric on U \ (D ∪ E).
• Let W• be a filtration of V by sub-K-local systems on U \ (D ∪E), such that the
K-local system grW V extends to U \ E.

Theorem 10.47. Setting as above.
(1) The norm grW ∥ · ∥ induced by ∥ · ∥ on

(
grW V

)
U\(D∪E)

extends as a continuous
norm on the extension of grW V to U \ E, and this norm is locally bounded in the
neighborhood of E.

(2) Assume in addition that the K-local system
(
grW V

)
|D\E admits a pluriharmonic

norm which is locally bounded at infinity (this is the case for example if it is
semisimple by Theorem 10.26 and Proposition 10.24). Then the restriction of the
norm grW ∥ · ∥ to D \ E is pluriharmonic and locally bounded in the neighborhood
of E.

Proof. For part (1), the fact that the norm grW ∥ · ∥ extends as a continuous norm on
U \E can be checked locally on D \E and therefore follows from Proposition 10.45. Since
(V, ∥ · ∥) has finite energy, it follows from Proposition 10.24 that ∥ · ∥ is locally bounded in
the neighborhood of E. Using Proposition 10.10 it follows that grW ∥ · ∥ is locally bounded
in the neighborhood of E, therefore so is its continuous extension to U \ E.

For part (2), it follows immediately from part (1) that the restriction of the norm
grW ∥ · ∥ to D \ E is locally bounded in the neighborhood of E. Moreover, thanks to
Proposition 10.45, every x ∈ D \ E admits an open neighborhood in D \ E over which
there exists a pluriharmonicK-local system (V ′, ∥·∥′) equipped with a filtrationW ′

• by sub-
K-local systems and an isomorphism grW ′ V ′ ≃ grW V as graded normed K-local system.
Therefore, the pluriharmonicity of the restriction to D \E of grW ∥ · ∥ is a consequence of
Proposition 10.46. □

Theorem 10.48. Let (X̄,D) be a compact log smooth Kähler manifold and set X = X̄\D.
Let (V, ∥·∥V ) be a pluriharmonic K-local system on X with unipotent local monodromy and
finite energy. Let Dk be an irreducible component of D. Assume that the K-local system V
is semisimple. Then the graded nearby-cycle K-local system grψDk

V inherits a canonical
pluriharmonic norm which is locally bounded at infinity. Moreover, if the characteristic
polynomial of (V, ∥ · ∥V ) is split, then its restriction to Dk is equal to the characteristic
polynomial of grψDk

(V, ∥ · ∥V ) (which in particular is split).
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Proof. The construction of grψDk
(V, ∥ · ∥V ) is a particular case of Theorem 10.47. The

assertion on the characteristic polynomial follows from the construction in view of Propo-
sition 10.42, Proposition 10.37 and Proposition 10.38. □

Corollary 10.49. With the setup of Theorem 10.48, we have ωgrψDk
V = ωV |Dk

.

Note that ω has continuous potentials locally on X̄, so the restriction makes sense.

11. Algebraic integrability of the Katzarkov–Zuo foliation

Throughout we fix a prime p and consider Q̄ with a choice of p-adic valuation v. The
valuation v on Q̄ yields a completion Q̄v of Q̄ and we let Q̄p be the algebraic closure of
Qp in Q̄v, equipped with the natural embedding Q̄ ⊂ Q̄p. We reserve the notation K for
a general non-archimedean local field and K̄ an algebraic closure of K.

The main goal of this section is to prove the following generalization of a theorem of
Eyssidieux [44] to the non-proper case:

Theorem 11.1. Let X be a connected normal algebraic space, Σ ⊂ MB(X)(C)ss an
absolute Q̄-constructible set of semisimple local systems with quasiunipotent local mon-
odromy. Then the v-adic Katzarkov–Zuo foliation of X associated to the Q̄-points Σ(Q̄) of
Σ (equipped with the valuation v) is algebraically integrable.

We define these notions more precisely in the following section. The proof follows the
strategy of Eyssidieux, the main new input being Theorem 10.48.

11.1. Preliminaries. Note that any K̄-local system on a complex algebraic variety Y
is defined over some finite extension of K, since the fundamental group of Y is finitely
generated. Let (X̄,D) be a log smooth proper algebraic space, with X = X̄ \ D. Let
V be a semisimple K̄-local system on X with quasiunipotent local monodromy, which is
defined over a finite extension L of K. According to Theorem 10.26 and Proposition 10.24,
V can be equipped with a pluriharmonic norm which is locally bounded at infinity. As
in Section 10.9, the resulting characteristic polynomial PV whose coefficients are log sym-
metric forms is independent of the choice of such a norm on V by Proposition 10.42. In
particular, since the base extension of a pluriharmonic norm which is locally bounded at
infinity is also pluriharmonic and bounded at infinity, PV is canonically associated to V
(i.e., independent of L). By Lemma 10.41, there is a generically finite proper morphism
f : (X̄ ′, D′) → (X̄,D) such that f∗PV = Pf∗V is split and whose roots are closed one-
forms. We refer to the Stein factorization fV : XV → X as a spectral cover. The key
property of these symmetric forms is the following:

Lemma 11.2. Let f : X̃ → ∆ be the pluriharmonic map given by the norm on the universal
cover π : X̃ → Xan. Let Z be a connected normal analytic space and g : Z → X̃ an analytic
morphism. Then f ◦ g is constant if and only if the coefficients of (π ◦ g)∗PV vanish as
sections of Sym∗ΩZreg on Zreg. Moreover, if this is the case, then the monodromy of g∗V
is bounded.

Proof. The map f ◦g is pluriharmonic and by Theorem 6.24, there is locally an orthogonal
basis on Zreg \W where W has Hausdorff codimension 2 in the nonsingular locus. By
Proposition 10.37 the coefficients of (π ◦ g)∗PV are then constant if and only if the norms
of this basis (and therefore the norm itself) are locally constant on this set. This gives the
forward direction, and the reverse direction follows since Zreg \W is dense in Z. For the
final claim, we need only observe that the image of (f ◦ g) is stabilized by the monodromy
of g∗V and the stabilizer of a point in ∆ is bounded. □
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We now extend this picture to normal algebraic spaces. The following terminology is
useful.

Definition 11.3. As in [44], for a connected normal algebraic space X, by an extendable
one-form (resp. log extendable one-form) α on X we mean a one-form on Xreg such that
for some (hence any) pair (Y, Ȳ ) consisting of a resolution π : Y → X and a log smooth
compactification Ȳ of Y , α extends to a one-form on Ȳ (resp. a log one-form on Ȳ with
poles along Ȳ \ Y ) that vanishes on fibers F of π as a section of ΩF reg .

Lemma 11.4. Let X be a connected normal algebraic space.
(1) The natural Hodge structure on H1(X,C) has weights 1 and 2.
(2) Taking de Rham cohomology class yields an isomorphism between the space of ex-

tendable one-forms (resp. log extendable one-forms) on X and W1F
1H1(X,C)

(resp. F 1H1(X,C)).
(3) Integration yields natural Albanese maps (unique up to translation on the target)

X Alb(X) H1(X,C)/F 0 +H1(X,Z)

grW−1Alb(X) grW−1H1(X,C)/F 0 + grW−1H1(X,Z)

and pull-back along X → grW−1Alb(X) (resp. X → Alb(X)) is an isomorphism
on spaces of extendable one-forms (resp. log extendable one-forms). The Albanese
maps are naturally algebraic.

Proof. Standard, see for example [35, 36]. □

Let X be a connected normal algebraic space. For a semisimple K̄-local system V on
X with quasiunipotent local monodromy, we may take a resolution π : Y → X and by
the above there is a spectral cover fπ∗V : Yπ∗V → Y . We refer to the Stein factorization
fV : XV → X as a spectral cover of V .

Corollary 11.5. Let X be a connected normal algebraic space, V a semisimple K̄-local
system with quasiunipotent local monodromy, and fV : XV → X the spectral cover. Then
the roots of Pf∗V V = f∗V PV are extendable one-forms.

Proof. Immediate by Proposition 10.40. □

For any finite set Σ ⊂MB(X)(K̄) of semisimple local systems with quasiunipotent local
monodromy, we thus have the following:

• A finite dominant cover fΣ : XΣ → X from a connected normal space XΣ. After
taking Galois closure we may assume we also have a group action of a finite group
GΣ on XΣ realizing fΣ as the quotient map.
• A GΣ-invariant space EΣ ⊂W1F

1H1(XΣ,C) of extendable 1-forms.
• A minimal quotient Alb(XΣ)→ AΣ to an abelian variety AΣ from which the forms

in EΣ are pulled back, which is therefore equivariant with respect to the natural
GΣ action.
• A GΣ-equivariant map aΣ : XΣ → AΣ, well-defined up to translation.

The space EΣ naturally defines a foliation on AΣ whose leaves are (locally) affine sub-
spaces. For any y ∈ XΣ, we obtain a natural germ of an analytic subspace of XΣ by taking
the reduced pullback by aΣ of a leaf through aΣ(y). The group GΣ naturally acts on these
germs, so to any point x ∈ X we obtain a natural germ of a reduced analytic subspace
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LΣ(x), which we call a Σ-leaf. This germ has the property that for any irreducible alge-
braic subvariety i : Z → X through x, the local systems i∗Σ have bounded monodromy if
and only if the germ of Z is contained in LΣ(x).

Definition 11.6. Let Σ ⊂ MB(X)(K̄) be a set of semisimple local systems with qua-
siunipotent local monodromy. The Σ-leaf through x (also denoted LΣ(x)) is the Σ0-leaf
through x for sufficiently large finite Σ0 ⊂ Σ. We say Σ is algebraically integrable if each
Σ-leaf is algebraic—that is, has nonempty interior in its Zariski closure.

For a subset Σ ⊂MB(X)(Q̄), we may speak of the Σ-leaves via the embedding Q̄ ⊂ Q̄p.

Remark 11.7. The map X → SΣ,K̄ := GΣ\AΣ is called a K̄-Katzarkov–Zuo reduction
(with respect to Σ). It has the property that the connected component of the fiber through
x is the maximal connected algebraic subvariety containing x which is tangent to the leaf
LΣ(x). In the proper case one often takes the Stein factorization to make it the unique
fibration with this property.

Lemma 11.8. Let X be a connected normal algebraic space. Let Σ ⊂MB(X)(K̄) be a set
of semisimple local systems with quasiunipotent local monodromy. Then there is a finite
set Σ0 ⊂ Σ such that for every point x ∈ X, LΣ(x) = LΣ0(x).

Proof. Clearly LΣ(x) ⊂ LΣ0(x) for any point x and any subset Σ0 ⊂ Σ. Since AΣ is a
proper abelian variety, the foliation extends to a compactification X̄ of X. Observe that
for any finite set Σ0 ⊂ Σ, the sets X̄(Σ0, n) := {x ∈ X̄ | dimLΣ0(x) ≥ n} ⊂ X̄ are closed
algebraic subsets. Indeed, the corresponding sets in X̄Σ0 (meaning the normalization of
X̄ in XΣ0) are closed analytic subsets, hence algebraic by Chow’s theorem. For each n,
an increasing sequence of finite subsets Σ0 yields a decreasing sequence of closed algebraic
subsets X̄(Σ0, n) which must therefore stabilize. Thus there exists a finite subset Σ0 ⊂ Σ
for which the leaves of Σ0 and Σ have the same dimension at every point x. Applying the
same argument to the subsets {x ∈ X̄ | # branches of LΣ0(x) ≥ n}, the claim follows. □

Lemma 11.9. Let Σ ⊂MB(X)(K̄) be a set of semisimple local systems with quasiunipo-
tent local monodromy.

(1) Let g : Z → X be an algebraic map from a connected normal algebraic space Z.
Then the leaves of g∗Σ are the pullbacks of the leaves of Σ.

(2) Let Σ = {V } with V =
⊕n

i=1 Vi and set Σ′ = {Vi}ni=1. Then the leaves of Σ are
equal to the leaves of Σ′.

(3) Let Σ = {V } with V =
⊗n

i=1 Vi and set Σ′ = {Vi}ni=1. Assume detVi is trivial for
i > 1. Then the leaves of Σ are equal to the leaves of Σ′.

Proof. (1) Clear.
(2) It suffices to observe that for a single K̄-local system V = V ′⊕V ′′, the leaves of V

are the intersections of the leaves of V ′ and V ′′, since the characteristic polynomial
of V is the product of those of V ′ and V ′′ by Proposition 10.38.

(3) Likewise, it suffices to assume V = V ′ ⊗ V ′′ where V ′′ has trivial determinant.
The roots of pV are α′

i + α′′
j , where α′

i (resp. α′′
j ) are the roots of pV ′ (resp. pV ′′).

Certainly then the intersections of the leaves of V ′ and V ′′ are contained in the
leaves of V . The characteristic polynomial of the determinant of V ′′ is T −

∑
j α

′′
j ,

so 0 =
∑

i α
′′
j vanishes. Thus, since

∑
j α

′
i + α′′

j = rk(V ′′)α′
i, we have the reverse

containment as well. □

Corollary 11.10. Let Σ ⊂MB(X)(K̄) be a set of semisimple local systems with quasiu-
nipotent local monodromy. After passing to a finite étale cover f : X ′ → X and replacing
Σ with f∗Σ, there is a finite subset of irreducible local systems Σ0 ⊂MB(X)(K̄) with the
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same leaves as f∗Σ such that any V ∈ Σ0 is either abelian or has monodromy which is
Zariski dense in a simple K̄-group.

Proof. Let Σ0 ⊂ Σ be a finite set with the same leaves as Σ, using Lemma 11.8. By (1),
passing to a finite étale cover, the leaves of f∗Σ and f∗Σ0 will be the same. Thus, we may
assume that the algebraic monodromy of each local system in Σ0 is connected. By (2)
we may then replace Σ0 with a finite set of irreducible local systems by taking irreducible
factors. For each element V of Σ0, we may replace V with {End(V ), det(V )}: if pV has
roots αi, then End(V ) (resp. det(V )) has roots αi − αj (resp

∑
αi), and {αi}i≤r and

{αi−αj}i,j≤r ∪{
∑
αi} have the same span. Finally, the algebraic monodromy of End(V )

is the adjoint form of the derived group of the algebraic monodromy of V , so End(V ) splits
as a product of local systems each of which has simple algebraic monodromy. By (3) we
may replace End(V ) with these factors, and this completes the proof. □

Corollary 11.11. Let Σ ⊂MB(X)(C) be an absolute Q̄-constructible set of semisimple lo-
cal systems with quasiunipotent local monodromy. There is a finite étale cover f : X ′ → X,
an absolute Q̄-constructible Σ′ ⊂ MB(X

′)(C) set of semisimple local systems with quasi-
unipotent local monodromy, and a finite subset Σ0 ⊂ Σ′(Q̄) such that f∗Σ(Q̄),Σ′(Q̄),Σ0

have the same leaves and any V ∈ Σ0 is either abelian or has monodromy which is Zariski
dense in a simple Q̄-group.

Proof. By Proposition 9.10, the direct factors and tensor components of the previous corol-
lary can be extracted with Q̄-absolute operations. □

11.2. Main step. The main step of the proof of Theorem 11.1 is the following, whose
proof closely follows the strategy of Eyssidieux using Simpson’s Lefschetz theorem as in
[44, §5].

Proposition 11.12. Let X be a connected smooth algebraic space, (X̄,D) a log smooth
compactification, and Σ ⊂ MB(X)(K̄) a set of semisimple local systems with unipotent
local monodromy. Assume that:

(1) For each normalization of a strict subvariety i : Z → X, i∗Σ is algebraically
integrable.

(2) For each component D0 of D, the image under the graded nearby cycles functor
grψD0Σ is algebraically integrable.

Then either Σ is algebraically integrable or the commutator subgroup [π1(X,x), π1(X,x)] ⊂
π1(X,x) has bounded image under the monodromy representation ρV,x for any V ∈ Σ.

Proof. By Lemma 11.8 may replace Σ with a finite subset with the same leaves. Replacing
X with a resolution of the spectral cover, we have a map a : X → A to an abelian variety
(spanned by X) and a space E ⊂ H0(A,ΩA) of one-forms defining a foliation of A by
affine subspaces. By the minimality condition on A, there are no algebraic subvarieties
of A which are contained in an affine subspace cut out by E. Throughout, by a leaf of a
subvariety Y ⊂ A we mean the germ of an intersection of an affine subspace cut out by E
with Y .

From now on, we assume that Σ is not algebraically integrable, in which case we will
show that the second alternative holds. Thus, a(X) contains a positive-dimensional leaf.
The assumption (1) implies: for any strict subspace Z ⊂ X, the image of Z under X → A
has no positive-dimensional leaves. Thus, any positive-dimensional leaf of a(X) is Zariski-
dense in a(X). Moreover, every positive-dimensional leaf of a(X) must be 1-dimensional,
or else it would intersect a strict algebraic subvariety in positive dimension. Thus, dimE ≥
dim a(X) − 1. Finally, a is generically finite: otherwise, by taking a generic multisection
of a, (1) would imply that Σ is algebraically integrable.
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Let X̄ be a log smooth compactification of X with boundary D. Note that the map
a : X → A automatically extends to a map ā : X̄ → A. According to Theorem 10.48, the
restrictions of the one-forms E to any componentD0 ofD define the foliation corresponding
to the image of the nearby cycles functor, and therefore by (2) it follows that ā(D) contains
no positive-dimensional leaves.

The proof proceeds as in Eyssidieux’s proof in the projective case, although we sim-
plify the argument by replacing the use of Eyssidieux’s higher-dimensional version of the
Castelnuovo–de Franchis theorem by the so-called weak Ax–Schanuel theorem:

Theorem 11.13 (Ax [4]). Let A be an abelian variety, L ⊂ A the germ of an affine
subspace, and S ⊂ A an algebraic subvariety. If U is an irreducible germ of the intersection
L ∩ S with

codimS U < codimA L
then U is contained in a translate of a proper abelian subvariety B ⊂ A. In particular, if
S spans A, then U is not Zariski dense in S.

Remark 11.14. Theorem 11.13 immediately implies the classical Castelnuovo–de Franchis
theorem. Indeed, let X be a smooth proper algebraic variety with two linearly independent
forms α, β ∈ H0(ΩX) for which α∧β = 0. Let Alb(X)→ A be the smallest quotient from
which α, β are pulled back and S ⊂ A the image of X in A. Note that in particular there is
no nontrivial subvariety of A on which α, β vanish. Since α and β are pointwise dependent
(or equivalently satisfy a meromorphic linear relation), the leaves of S cut out by α are
equal to the leaves cut by the span of α and β. Any leaf therefore has codimension 1 in
S but is the intersection with a codimension 2 affine subspace in A, and Theorem 11.13
implies it is algebraic, which is a contradiction unless S is a curve.

Claim. dimE = dim a(X)− 1.

Proof. If dimE ≥ dim a(X), then any positive-dimensional leaf U is an atypical intersec-
tion between ā(X̄) and an affine subspace of A. By Ax–Schanuel, this implies U (and
therefore ā(X̄)) is contained in a coset of a strict abelian subvariety of A, which is a
contradiction. □

We finish with a very slight modification of Eyssidieux’s version [44] of the Lefschetz-type
theorem of Simpson [108], but for convenience we sketch the remaining steps.

Let Ȳ → X̄ be the minimal cover for which there is a lift Ȳ → Ã to the universal cover,
namely, the cover corresponding to the quotient π1(X̄, x) → H1(X̄,Z) → H1(A,Z). By
integrating the forms in E we then have a map g : Ȳ → E∨ which is H1(A,Z)-equivariant.
Observe that:

(1) The fibers of g are precisely lifts of (analytically continued) leaves of X̄, all of which
are at least 1-dimensional. In particular, there is a leaf with positive-dimensional
image in A through every point of X.

(2) Let Z ⊂ Ȳ be the vanishing locus of the canonical detE-valued dim(E)-form ωE
on X̄. This is precisely the non-smooth locus of the map g, the inverse image of the
corresponding vanishing locusW in X̄. We claim that ā(W ) has codimension≥ 2 in
ā(X̄). Indeed, for any component T , since ωE vanishes on T , the restrictions of the
one forms in E to the regular locus T reg satisfy a linear relation with meromorphic
coefficients. It follows that the generic intersection of an affine subspace of A cut out
by E with T reg is equal to the intersection with an affine subspace of codimension
dim(E)−1. If T were divisorial, this would mean it contains a positive-dimensional
leaf, which is a contradiction.
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Note that since the leaves of W are discrete, the connected components of the
fibers of Z → E∨ are compact, so locally on Ȳ there is a strict analytic subset
Ξ ⊂ E∨ outside of which g is smooth.

(3) LetDY be the inverse image ofD in Ȳ and Y the complement, that is, the preimage
of X in Ȳ . Likewise, the leaves of D are discrete, so locally on Ȳ there is a strict
analytic subset Ξ ⊂ E∨ outside of which the map g|Ȳ \Y : Ȳ \ Y → E∨ is a local
isomorphism. Combining this with the previous point, there is a countable union
of (global) strict analytic subvarieties Ξ ⊂ E∨ outside of which g is smooth and
g|Ȳ \Y is a local isomorphism.

(4) g|Y : Y → E∨ is surjective. Indeed, g is dominant, and the images of g, g|Y , and
g|Y \Z all coincide, hence the image is open. Let Γ be the image of H1(A,Z) in E∨.
By general principles, the identity component Γ̄0 of the closure Γ̄ is a real vector
subspace and E∨/Γ̄ is a product of circles. The image of the map X̄ → E∨/Γ̄ is
both compact and open, hence it is surjective. As the complement of the image of
g is stable under the action of Γ̄, it follows that g is surjective.

(5) Putting all of the above together, for each point y ∈ Ȳ there is a cylindrical
neighborhood Ω̄ with the following properties:
(a) Ω̄ is relatively compact in Ȳ .
(b) g(Ω̄) is a ball B of fixed radius centered at g(y).
(c) Set Ω = Ω̄∩Y . There is a strict analytic subset ΞB ⊂ B such that g|Ω\g−1(ΞB) :

Ω \ g−1(ΞB)→ B \ ΞB is a Serre fibration.
(d) Set Ω◦ = Ω \ Z. Then g|Ω◦ : Ω◦ → B admits a section.

Claim. Let F be a fiber of g|Y above a point in E∨ \ Ξ. Then (Y, F ) is 1-connected.

Proof. As in [44]. Recall that 1-connectedness means that any path γ in Y beginning
and ending in F can be homotoped to a path in F via a homotopy whose restriction
to the endpoints is contained in F . It suffices to show this for a path beginning at any
chosen component of F . Briefly, one first shows that (Ω,Ω ∩ F ) is 1-connected by taking
a path γ starting at the component meeting the section, homotoping into Ω \ g−1(Ξ),
concatenating with the inverse of the lift via the section of its image g(γ) in B \ΞB (which
is nulhomotopic), and using (5c) to lift a nulhomotopy of the new image in B \ΞB, which
is by construction g(γ)g(γ)−1. One then concludes by gluing the 1-connectedness of the
local neighborhoods using the surjectivity of g and the contractibility of E∨. □

By construction, for any y ∈ F lifting the basepoint x ∈ X, π1(F, y) has bounded image
under ρV,x for any V ∈ Σ, and thus the same is true for π1(Y, y), which is the kernel of the
composition π1(X,x)→ H1(X,Z)→ H1(A,Z) and therefore contains [π1(X,x), π1(X,x)].

□

11.3. Proof of Theorem 11.1. We prove the claim by induction on dimX, the case
dimX = 1 being trivial. By Corollary 11.11 we may assume by passing to a finite étale
cover and changing Σ that there is a finite set Σ0 ⊂ Σ(Q̄) with the same leaves such that
every local system in Σ0 is irreducible and either abelian or has monodromy which is dense
in a simple Q̄p-group. By passing to a further finite étale cover, we may assume the local
systems in Σ have unipotent local monodromy, cf. Proposition 8.2. By replacing X with
a resolution we may assume it is smooth. By the inductive hypothesis, Proposition 9.10,
and Corollary 9.21, the two conditions of Proposition 11.12 are satisfied. We are done if
the first conclusion of Proposition 11.12 holds, so we may assume the monodromy of every
V ∈ Σ0 has bounded image on the commutator subgroup of π1(X,x). By the following
two lemmas, the monodromy of every V ∈ Σ0 is either virtually abelian or bounded.



THE LINEAR SHAFAREVICH CONJECTURE FOR QUASIPROJECTIVE VARIETIES 119

Lemma 11.15 ([19, Lemma 5.3]). Let G be a geometrically simple K-algebraic group. Let
Γ ⊂ G(K) be a Zariski-dense and unbounded subgroup. Let Θ ⊂ Γ be a normal subgroup.
If Θ is bounded in G(K), then Θ is finite.

Lemma 11.16. A finitely generated group Γ with finite commutator subgroup Γ′ is virtually
abelian.

Proof. For any element γ ∈ Γ of infinite order, some power commutes with Γ′, and some
further power is central since [g, γn] = [g, γn−1]γn−1[g, γ]γ1−n. Thus, by lifting a set of
generators of Γ/Γ′ and taking sufficiently divisible powers, we obtain a finite-index abelian
subgroup. □

After replacing X with a finite étale cover, we may assume that the monodromy of
every V ∈ Σ0 is abelian or bounded, and the abelian ones have no local monodromy. Note
that bounded image local systems have trivial leaves. If Σab ⊂ Σ is the intersection with
MB(X, 1), then since Σ0 and Σ(Q̄) have the same leaves, it follows that Σab(Q̄) and Σ(Q̄)
have the same leaves. Thus, we may assume Σ = Σab, and therefore we may replace X
with an abelian variety A. By Theorem 5.17 and Corollary 9.16, Σ must be the union of
torsion translates of pull-backs of Zariski-dense subsets of MB(A

′, 1)(C) for (potentially
different) quotient abelian varieties A→ A′. If Σ =

⋃
iΣi for absolute Q̄-constructible Σi,

the foliation for Σ(Q̄) is the intersections of the foliations for Σi(Q̄), so it suffices to assume
Σ is Zariski dense in MB(A, 1)(C). The proof is then concluded from the following:

Lemma 11.17. Theorem 11.1 holds for X = A an abelian variety and Σ Zariski dense in
MB(A, 1)(C).

Proof. For any character χ in H1(A,C∗), the pluriharmonic norm is e
∫
α, where α is the

harmonic form such that the image of α under the exponential H1(A,R) → H1(A,R∗)
agrees with the norm |χ|2. The associated holomorphic form defining the foliation is α1,0.
For any Zariski dense Q̄-constructible subset Σ of H1(A,C∗), the image under the log norm
map H1(A,C∗) → H1(A,R) has nonempty interior, and since Q̄ points are topologically
dense, it follows there is a set of Q̄ points of Σ whose images under H1(A,C∗)→ H1(A,R)
span. Thus, the space E of 1-forms is all of F 1H1(A,C), and the foliation has trivial
leaves. □

□

12. A criterion of Steinness

A complex analytic space X is said to be:
• holomorphically convex if for every compact K ⊂ X, the holomorphically convex

hull of K:

K̂X = {x ∈ X : |f(x)| ≤ ||f ||K for all f ∈ O(X)},

where ||f ||K = supK |f |, is compact;
• holomorphically separated if for all points x, y ∈ X, there is a global holomorphic

function f : X → C such that f(x) ̸= f(y);
• Stein if it is holomorphically separated and holomorphically convex.

Note that X is holomorphically convex if and only if it admits a proper map to a Stein
space [26, Example 1].

The goal of this section is to prove the following result, which is essentially proved in
[88].
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Theorem 12.1. Let X be a complex analytic space. Let ϕ be a continuous plurisubhar-
monic exhaustion function on X. Let Z ⊂ X be a closed analytic subspace. Assume
that

(1) Z is Stein,
(2) ϕ|X∖Z is strictly plurisubharmonic.

Then X is Stein.

Recall that a continuous function ϕ : M → R is said to be exhaustive if for every c ∈ R
the sublevel set Mc = {x ∈ M ;ϕ(x) < c} is relatively compact in M . Before explaining
the proof of the theorem, we start by recalling some definitions and well-known results.

Definition 12.2. Let Y be a Stein open subset of a Stein space X. The pair (Y,X) is
called Runge if O(X) is dense in O(Y ) in the topology of compact convergence.

Proposition 12.3 (Stein [120]). Let X be a complex space and X1 ⋐ X2 ⋐ . . . be an
exhaustion of X by Stein relatively compact open subsets. If every pair (Xν , Xν+1) is
Runge, then X is Stein.

Theorem 12.4 (Narasimhan, [92, Corollary 1, p.211]). Let X be a Stein space and ψ be a
plurisubharmonic function on X. Then, for any real number c the open subset Xc = {x ∈
X|ψ(x) < c} ⊂ X is Runge in X.

Theorem 12.5 (Narasimhan, [92, Theorem II]). A complex space is Stein if and only if
it admits a continuous strictly plurisubharmonic exhaustion function.

Proof of Theorem 12.1. For every c ∈ R, let Xc := {x ∈ X|ϕ(x) < c}. It is sufficient to
prove that for every c ∈ R the space Xc is Stein. Indeed, it follows then from Theorem
12.4 that the pairs (Xc, Xc′) are Runge for any c < c′, and by Proposition 12.3 that X is
Stein.

Since Z is Stein by assumption, it follows from a theorem of Siu [116] that there is a Stein
neighborhood U of Z in X. Therefore, U admits a continuous strictly plurisubharmonic
function ψ : U → [−∞,+∞). Let θ : X → R+ be a smooth function that equals 1 in a
neighborhood of Z in X and such that Supp(θ) ⊂ U . Let ψ̃ : X → [−∞,+∞) be the
function that equals θψ on U and zero outside. Then ψ̃ is a continuous function on X,
which is strictly plurisubharmonic in a neighborhood of Z in X and satisfies Supp(ψ̃) ⊂ U .

Fix any c ∈ R. Since Xc is relatively compact in X, there exists a positive constant Kc

such that Kcϕ+ψ̃ is strictly plurisubharmonic on Xc. The continuous function 1
c−ϕ+Kcϕ+

ψ̃ is then strictly plurisubharmonic on Xc and is an exhaustion function since Kcϕ+ ψ̃ is
bounded. We conclude by Theorem 12.5 that Xc is Stein. □

13. Proof of Theorem 1.3 in the semisimple case and Theorem 1.2 in the
quasiunipotent semisimple case

In this section, we first briefly recall the construction of [20] of the analytic Shafarevich
morphism associated to a bounded rank set of semisimple local systems and prove quasipro-
jectivity of its target using Theorem 3.3 and Proposition 3.10. We then use the plurihar-
monic maps at the archimedean and non-archimedean places associated to a semisimple
Q̄-local system V on X with quasiunipotent local monodromy to define a pluriharmonic
exhaustion on X̃V . The strict plurisubharmonicity of the exhaustion will follow from
Section 11, and this will prove Theorem 1.2 in the special case of a nonextendable abso-
lute Hodge subset consisting only of semisimple local systems with quasiunipotent local
monodromy.
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13.1. Quasiprojectivity of the target of reductive Shafarevich morphisms. We
first briefly recall the construction of [20]. Let Σ be a bounded rank subset ofMB(X)(C)ss.
In this case, by replacing Σ with the semisimplification of its saturation, we may assume Σ is
absolute Q̄-closed, defined over Q, and R>0-stable. Let fKZ : X → S be a Katzarkov–Zuo
reduction of X with respect to Σ (at all non-archimedean places). For any finite collection
of C-local systems in Σ underlying C-VHSs, by taking their direct sum we obtain a C-VHS
with monodromy ρ : π1(X

an, x) → GLr(C). The period map then gives a ρ-equivariant
map

(13.1.1) X̃ρ → (Ď × S)an.
We may assume Σ is nonextendable. Then by [20] we can take such a collection such that
(13.1.1) has compact fibers. There is then a Stein factorization

X̃ρ (Ď × S)an

Ỹ
ψ

ϕ

χ

and ψ : X̃ρ → Ỹ descends to the Shafarevich morphism σ : Xan → Y to a generically
inertia-free analytic Deligne–Mumford stack Y.

Theorem 13.1. There is an algebraic morphism g : X → Y to a generically inertia-free
Deligne–Mumford stack Y , unique up to isomorphism (as a map with fixed source), which
analytifies to σ : Xan → Y. Moreover, Y has quasiprojective coarse space.

Proof. We may pass to a finite étale cover of X so that Y is inertia-free (as in [20]) and
thus an analytic space. Setup 3.1 applies by as in Theorem 3.11, so the algebraicity follows
from Theorem 3.3. It remains to show the quasiprojectivity. By replacing X with Y we
may assume ϕ has discrete fibers.

We now show that we are in Setup 3.9. Take A ample on S, M to be Ď × S, N to be
the Griffiths bundle on Ď, and L = N ⊠A. Then Setup 3.6 is satisfied, and Lemma 3.8
applies to L .

We claim that for any generically finite g : Z → X from a smooth variety Z with a log
smooth compactification Z̄, there is a functorial big and nef extension LZ̄ by Lemma 3.12:
the nefness is clear. For the bigness, note that on the generic fiber F of h : Z→S, the
corresponding period map on F has generically discrete fibers, and thus by Lemma 3.12 it
follows that NF̄ is big. Since A is ample, it follows that the top intersection product

c1(LZ̄)
dimX = c1(A)

codimF · c1(NF̄ )
dimF · deg(h) > 0,

and hence L is big. Therefore the quasiprojectivity follows from Proposition 3.10. □

13.2. Currents associated to semisimple Q̄-local systems with quasiunipotent
monodromy. Let X be a connected smooth quasiprojective complex algebraic variety.
Let V be a semisimple Q-local system with quasiunipotent local monodromy. One can
associate to V a canonical positive (1, 1)-current on X as follows. Fix X̄ ⊃ X a smooth
projective compactification such that X̄ \X is a normal crossing divisor (one easily check
that the currents constructed below do not depend on the compactification X̄).

For every prime p, we let ωpV be the positive closed current on X associated to Vp :=

V ⊗QQp, see Section 10.10. We define ωfV =
∑

p ω
p
V , which is sensible since almost all terms

vanish. On the other hand, considering the associated semisimple complex local system
V∞ := V ⊗Q C, we get from the correspondence recalled in Section 7.3 a well-defined
algebraic Higgs bundle (E, θ) on X. We let ω∞

V := itr(θ ∧ θ̄). It is a smooth semipositive
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closed (1, 1)-form on X, see [44, Lemma 3.3.3]. Finally, we define ωV by summing over all
places:

ωV = ω∞
V + ωfV .

It is a semipositive (1, 1)-current with continuous potentials. Observe that by construction,
the rank of the kernel of ωV is constant on a dense Zariski-open subset of X.

If one starts with a semisimple K-local system V with quasiunipotent local monodromy
instead, for some number field K, its restriction of scalars ResK/QV is a semisimple Q-
local system with quasiunipotent local monodromy (of rank [K : Q] · rkV ). We set ωfV :=

1
[K:Q] · ω

f
ResK/QV

and ωV := 1
[K:Q] · ωResK/QV . It follows directly from the definition that for

any number field L ⊃ K, ωfV⊗KL
= ωfV and ωV⊗KL = ωV . Since every Q̄-local system is

defined over some number field, this permits to define the canonical current associated to
every semisimple Q̄-local system with quasiunipotent local monodromy

Finally, for any finite set Σ ⊂MB(X)(Q̄) of semisimple local systems with quasiunipo-
tent local monodromy, we define

ωfΣ :=
∑
V ∈Σ

ωfV and ωΣ :=
∑
V ∈Σ

ωV .

13.3. Plurisubharmonic functions associated to semisimple Q-local systems with
quasiunipotent monodromy. The goal of this section is to prove the following result.

Proposition 13.2. Let X be a connected smooth quasiprojective complex algebraic variety.
Let V be a semisimple Q-local system with quasiunipotent local monodromy. Let π : X̃V →
X be the corresponding cover and ωV its associated semipositive closed current. Then
there exists a continuous plurisubharmonic function ϕV : X̃V → R≥0 that satisfies ddcϕV ≥
π∗ωV . Moreover, if V is nonextendable, then ϕV is proper.

Proof. Let X̄ ⊃ X be a smooth projective compactification such that X̄ \X is a normal
crossing divisor. Fix x̃0 ∈ X̃V with image x0 ∈ X. Fix an isomorphism Vx0 ≃ Qr. Let
ρ : π1(X,x0)→ GLr(Q) the monodromy representation of V .

For every prime number p, let N ((Qp)
r) denote the space of norms on (Qp)

r. Thanks
to Theorem 10.26, there exists a ρ-equivariant pluriharmonic map upV : X̃V → N ((Qp)

r),
with finite energy with respect to any Poincaré-type complete Kähler metric on X. The
function ϕpV : X̃V → R≥0 defined by

ϕpV (x) = 2 · d2N ((Qp)r)
(u(x), u(x̃0))

is continuous psh and satisfies ddcϕpV ≥ π∗ω
p
V , where ωpV is the semipositive closed current

on X associated to Vp, see Proposition 10.44. On the other hand, the complex local system
V ⊗QC admits a purely imaginary tame harmonic metric, see [84, Part 5]. Letting N (Cr)
denote the space of positive definite hermitian forms on Cr, thanks to Proposition 7.12, the
corresponding ρ-equivariant pluriharmonic map u∞V : X̃V → N (Cr) has finite energy with
respect to any Poincaré-type complete Kähler metric on X. The function ϕ∞V : X̃V → R≥0

defined by
ϕ∞V (x) = 2 · d2(u(x), u(x̃0))

is continuous psh and satisfies ddcϕ∞V ≥ π∗ω∞
V , where ω∞

V is the semipositive closed current
on X associated to V , see [44, Proposition 3.3.2, Lemme 3.3.4]. We define ϕV by summing
over all places (this makes sense since almost all of the terms are zero). Then the function
ϕV : X̃V → R≥0 is continuous psh and satisfies ddcϕV ≥ π∗ωV .

Assuming that V is nonextendable, let us prove that ϕV is proper. Since π1(X) is finitely
generated, the image Γ of ρ takes values in GLr(Z[ 1N ]) for a positive integer N . Up to
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replacing Γ with a finite index subgroup, therefore replacing X with a finite étale cover, one
can assume by Selberg’s lemma that Γ is torsion-free (this does not change X̃V and ϕV ).
Moreover, the image of the diagonal embedding GLr(Z[ 1N ])→ GLr(R)×

∏
p|N GLr(Qp) is

discrete, and GLr(R) (resp. each GLr(Qp)) acts properly on N (Cr) (resp. each N (Qr
p)).

Therefore, we get a pluriharmonic map

X → Γ\

N (Cr)×
∏
p|N

N (Qr
p)

 .

It is sufficient to prove that this map is proper. Consider by contradiction a sequence of
points in X that goes to infinity and whose images do not. Up to taking a subsequence, we
get a sequence of points of X converging to a point in X̄ \X and whose images converge
to a point in Γ\

(
N (Cr)×

∏
p|N N (Qr

p)
)
. This is in contradiction with Proposition 13.3

below. □

Proposition 13.3. Let ∆ be a NPC space and Γ a discrete group acting properly on ∆.
Equip (D∗)r×Ds with its complete Poincaré metric, and consider a locally liftable harmonic
map of finite energy

f : (D∗)r × Ds → Γ\∆.
Assume that the local monodromies are infinite. Let {zn} = {z1n, · · · , zr+sn } be a sequence
of points of (D∗)r × Ds with inf1≤i≤r |zin| → 0 as n → ∞. Then the sequence {f(zn)} of
points of Γ\∆ does not converge.

For variations of Hodge structures, this is [57, Proposition 9.11].

Proof. By applying Theorem 6.7 to geodesic balls of radius 1 in (D∗)r×Ds, it follows that
the map f is Lipschitz continuous in a neighborhood of the origin (with respect to the
Poincaré hyperbolic metric on (D∗)r × Ds).

Up to extracting a subsequence, we can assume that one of the coordinates zin—say
z1n—tends to 0. We assume by contradiction that f(zn) has a limit w in Γ\∆. Let T1 be
the image in Γ of the loop corresponding to (1, 0, . . . , 0) through the canonical isomorphism
π1 ((D∗)r × Ds) = Zr. Let w̄ be a preimage of w in ∆. Let U be a neighborhood of w
and let Ū be a neighborhood of w̄, such that the projection of Ū in Γ\∆ is contained
in U . We can moreover assume that T1(Ū) is at a stricly positive distance δ of Ū . Let
D∗ = D∗ × {0} × . . . × {0} ⊂ (D∗)r × Ds and let γn be the circle of center 0 and radius
|zn| in D∗. We choose a local lift f̄ of f in ∆ along the loop γn × {z2n} × . . . × {zr+sn }.
We denote by w̄n the image of zn and we assume that it is contained in Ū , for sufficiently
large n. After a loop, the multivalued function f̄ takes the value T1(w̄n). Hence, the
distance d∆(w̄n, T1(w̄n)) is at least δ. On the other hand, this distance d∆(w̄n, T1(w̄n)) is
bounded by a constant times the length of γn. Since this length tends to zero, we get a
contradiction. □

13.4. Proof. We now complete the proof of Theorem 1.2 in the quasiunipotent semisimple
case. Note that we will not need to use the algebraicity result of Theorem 13.1, although
its use would provide a slight simplification.

Definition 13.4. Let X be a connected normal algebraic space and Σ ⊂MB(X)(C) a set
of complex local systems. We say Σ is generically large if there exists a nowhere dense closed
analytic subset W ⊂ Xan such that for every non-constant morphism g : Z → X from a
connected normal algebraic space Z and whose image is not contained in W , g∗Σ contains
a nontrivial local system. Assuming that the analytic Σ-Shafarevich morphism exists, Σ is
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generically large exactly when the analytic Σ-Shafarevich morphism is a biholomorphism an
a dense analytic Zariski open subset, in which case W can be taken to be the complement.

Proposition 13.5. Let X be a connected normal complex algebraic space and Σ ⊂MB(X)(C)
an absolute Q̄-constructible subset containing only semisimple local systems with quasiu-
nipotent local monodromy. If Σ is nonextendable (respectively nonextendable and generi-
cally large), then there exists a finite subset Σ0 ⊂ Σ(Q̄) which is nonextendable (respectively
nonextendable and generically large).

Proof. Assume that Σ is nonextendable and let us prove that there exists a finite subset
Σ0 ⊂ Σ(Q̄) which is nonextendable. One can assume that X is smooth. Thanks to
Proposition 8.3, there exists a finite étale cover X ′ → X such that the pull-back Σ′ of Σ to
X ′ consists only of local systems with unipotent local monodromy. Since by Corollary 9.3
Σ′ is nonextendable if and only if Σ is nonextendable, one can assume from the beginning
that all local monodromies are unipotent. It follows then from Proposition 9.4 that Σ(Q̄)
is nonextendable, and from Proposition 9.7 that there exists a finite subset Σ0 ⊂ Σ(Q̄)
which is nonextendable.

Assume that Σ is nonextendable and generically large. Since Σ(Q̄) is Zariski-dense in
Σ, and both Σ(Q̄) and Σ are nonextendable, they define the same (analytic) Shafarevich
morphism ShΣ : Xan → S, which by assumption is a holomorphic proper modification.
Therefore, there exists x ∈ X such that {x} = Sh−1

Σ(Q̄)
(ShΣ(Q̄)(x)). By the preceding

discussion, there exists a finite subset Σ0 ⊂ Σ(Q̄) which is nonextendable. Consider for
every finite subset Σ1 ⊂ Σ(Q̄) containing Σ0 the closed algebraic subset Sh−1

Σ1
(ShΣ1(x))

of X. By assumption, the intersection of those subsets is equal to {x}. By noetherianity,
there exists a finite subset Σ1 ⊂ Σ(Q̄) containing Σ0 such that {x} = Sh−1

Σ1
(ShΣ1(x)). It

follows that ShΣ1 is a modification, in other words Σ1 is generically large. Moreover, Σ1

is nonextendable since it contains the nonextendable Σ0. □

Remark 13.6. For the next proposition, we will need to use the results of Section 11
for all valuations v on Q̄ simultaneously. We summarize the relevant statements. For
any Σ ⊂ MB(X)(Q̄) consisting of semisimple local systems with quasiunipotent local
monodromy, we define the leaves of the Katzarkov–Zuo foliation of Σ to be the intersection
of the Σ-leaves for all valuations v on Q̄. As in Lemma 11.8, there is always a finite
subset Σ0 ⊂ Σ with the same leaves. If Σ is the set of Q̄-points of an absolute Q̄-
constructible subset of MB(X)(C), then by Theorem 11.1 the leaves are algebraic, and,
as in Remark 11.7, there is an algebraic map f : X → Y integrating the absolute foliation.
Such a map is called a Katzarkov–Zuo reduction.

Proposition 13.7. Let X be a connected smooth quasiprojective complex algebraic variety.
Let Σ ⊂MB(X)(C) a weak absolute Hodge subset containing only semisimple local systems
with quasiunipotent local monodromy. If Σ is generically large, then there exists a finite
subset Σ0 ⊂ Σ(Q̄) such that ωΣ0 is a Kähler form on a Zariski-dense open subset of X.

Proof. Thanks to the remark above, the Kazarkov-Zuo foliation associated to Σ(Q̄) is
algebraically integrable and there exists a finite subset Σ0 ⊂ Σ(Q̄) such that the Katzarkov-
Zuo foliations of Σ and Σ0 coincide.

If the generic leaves of the Katzarkov-Zuo foliation of Σ0 are zero-dimensional, then the
sum over the finite places of the canonical currents associated to Σ0 is already a Kähler
form on a Zariski-dense open subset of X, hence the result follows. We can therefore
assume that the Katzarkov-Zuo foliation of Σ0 has only positive dimensional leaves. Let
F be a desingularization of a fiber of a Katzarkov-Zuo reduction of Σ0 (see Remark 11.7).
Thanks to [20, Theorem 6.8], the restriction of Σ to MB(F ) consists of finitely many



THE LINEAR SHAFAREVICH CONJECTURE FOR QUASIPROJECTIVE VARIETIES 125

points. In particular these points are defined over Q̄. For each of them, take a preimage
in Σ defined over Q̄, and let Σ1 ⊂ Σ(Q̄) be the finite subset obtained by adding all these
new elements to Σ0. By construction, the restriction of Σ1 to MB(F ) consists of finitely
many points that are fixed by the R>0-action, hence underlie C-VHSs. Moreover, the
monodromy representation of the sum of these C-VHSs has an integral structure (see [20,
Proof of Theorem 9.1]), hence the corresponding period map descends to F .

By construction, the kernel of ωfΣ1
coincides on a Zariski-dense open subset of X with

the kernel of the differential of the Katzarkov-Zuo reduction of Σ1, and the kernel of
ω∞
Σ1

coincides with the intersection of the kernels of the Higgs field of the Higgs bundles
associated to the elements of Σ1. On the other hand, the kernel of the restriction of ω∞

Σ1

to F coincides with the kernel of the differential of the period map. Since Σ is generically
large by assumption, it follows that when F is a desingularization of a generic fiber of a
Katzarkov-Zuo reduction of Σ, the kernel of ωΣ1 is zero at a generic point of F . Therefore,
the kernel of ωΣ1 is in fact zero on a dense Zariski-open subset of X. □

Theorem 13.8. Let X be a connected normal algebraic space and Σ ⊂ MB(X)(C) be a
nonextendable weak absolute Hodge subset containing only semisimple local systems with
quasiunipotent local monodromy. Then there exists a finite subset Σ0 ⊂ Σ(Q̄) such that
X̃Σ1 is holomorphically convex for every subset Σ1 ⊂ Σ containing Σ0. In particular X̃Σ

is holomorphically convex.

Proof. By induction on the dimension on X. We start with an easy observation. Let
f : T → S be a holomorphic fibration between connected normal analytic spaces, so that
the induced map f∗ :MB(S)→MB(T ) is a closed immersion. Let Σ1 ⊂MB(S) be any
subset. Then the induced holomorphic map S̃f∗Σ1 → T̃Σ1 is a fibration, therefore T̃ f∗Σ1 is
holomorphically convex if and only if S̃Σ1 is holomorphically convex. In particular, thanks
to Corollary 9.3, one can assume in addition that X is smooth quasiprojective. Moreover,
thanks to the existence of analytic Shafarevich morphism [20] and Proposition 3.5, one can
assume in addition that Σ is generically large.

Let shΣ : Xan → S = ShΣ(X) be the (analytic) Shafarevich morphism associated to Σ.
Up to replacing X with a finite étale cover, one can assume that Σ belongs to the image
of the algebraic mapMB(S)→MB(X), see [20, Theorem B].

Thanks to Proposition 13.5, there exists a finite subset Σ0 ⊂ Σ(Q̄) which is generically
large and nonextendable. Moreover, thanks to Proposition 13.7, one can assume that ωΣ0

is a Kähler form outside a strict closed algebraic subvariety Z of X.
Let Z ′ → Z be the normalization of Z and {Z ′

i}i∈I the connected components of Z ′.
The restriction of Σ to any connected component of Z ′ is again a nonextendable weak
absolute Hodge subset containing only semisimple local systems with quasiunipotent local
monodromy. Therefore, by induction, up to enlarging Σ0, one can assume that for every
i ∈ I the corresponding étale cover Z̃ ′

i

Σ0
is holomorphically convex (or equivalently that

˜ShΣ(Z ′
i)
Σ0

is Stein). Since by assumption Σ is Q-constructible, one can also assume that
Σ0 is stable by Galois conjugation.

We will prove that X̃Σ1 is holomorphically convex for every set Σ0 ⊂ Σ1 ⊂ Σ. Since shΣ
induces a proper holomorphic map X̃Σ1 → S̃Σ1 , it will be sufficient to prove that S̃Σ1 is
Stein. Since S̃Σ1 is a cover of S̃Σ0 , it is sufficient to prove that S̃Σ0 is Stein. Let V be the
Q-local system obtained by summing all the elements in Σ0, and ρ : π1(X)→ GLr(Q) its
monodromy representation . Let π : X̃V = X̃Σ0 → X be the corresponding cover and ωV
its associated semipositive closed current. Thanks to Proposition 13.2, there exists a proper
continuous plurisubharmonic function ϕV : X̃Σ0 → R≥0 that satisfies ddcϕV ≥ π∗ωV .
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By the maximum principle, the psh function ϕV is constant on the (compact connected)
fibers of the holomorphic fibration X̃Σ0 → S̃Σ0 . Therefore, there exists a (necessarily
proper continuous psh) map ψV : S̃Σ0 → R≥0 whose composition with X̃Σ0 → S̃Σ0 gives
ϕV . Let T ⊂ S be the image of Z by the proper holomorphic map shΣ. By construction,
ψV is strictly psh on the complementary of the preimage T̃ of T in S̃Σ0 . Let us prove that
T̃ is Stein. Thanks to Theorem 12.1, this will imply that S̃Σ0 is Stein and finish the proof.

Let T ′ → T be the normalization of T and {T ′
j}j∈J the connected components of T ′.

Thanks to [93], T̃ is Stein if and only if its normalization is Stein, and the latter is nothing
but the base-change of S̃Σ0 → S by the composition T ′ → T → S. It follows that
the normalization of T̃ is a disjoint union of analytic spaces biholomorphic to T̃ ′

j

Σ0
for

some j ∈ J . The surjective proper holomorphic map Z → T induces a surjective proper
holomorphic map Z ′ → T ′. Therefore, for every connected component T ′

j of T ′, there
exists i ∈ I such that shΣ induces a surjective proper holomorphic map Z ′

i → T ′
j and

therefore finite surjective holomorphic maps ShΣ(Z ′
i)→ T ′

j and ˜ShΣ(Z ′
i)
Σ0

→ T̃ ′
j

Σ0
. Since

˜ShΣ(Z ′
i)
Σ0

is Stein for every i ∈ I, it follows from [93, Theorem 2] that T̃ ′
j

Σ0
is Stein for

every j ∈ J , so that T̃ ′Σ0 is Stein. □

Corollary 13.9. Let X be a connected normal algebraic space and Σ ⊂ MB(X)(C) be a
large nonextendable weak absolute Hodge subset containing only semisimple local systems
with quasiunipotent local monodromy. Then there exists a finite subset Σ0 ⊂ Σ(Q̄) such
that X̃Σ1 is Stein for every set Σ0 ⊂ Σ1 ⊂ Σ. In particular X̃Σ is Stein.

14. Proof of Theorem 1.3, Theorem 1.2, and Theorem 1.1

Using the results of the previous section together with the period maps of the mixed
variations from Theorem 4.3 and Corollary 8.24, we construct the Shafarevich morphism
in general and prove its algebraicity using Theorem 3.3. We use the same period maps
and the affineness of mixed period domains over the associated graded period domains to
deduce Steinness of the trivializing cover of a large nonextendable weak absolute Hodge
subset.

14.1. Proof of Theorem 1.3. Let X be a connected normal algebraic space and Σ ⊂
MB(X)(C) a set of local systems of bounded rank. By Lemma 9.35 and Proposition 9.5,
we may assume Σ is nonextendable. By Corollary 9.37 we may assume Σ is a closed weak
absolute Hodge subset. If Σj are the Q-irreducible components of Σ and sj : X → Yj
is a Σj-Shafarevich morphism, then the Stein factorization of

∏
sj : X →

∏
Yj is a Σ-

Shafarevich morphism. Thus we may assume Σ is Q-irreducible. Let Σj now be the geomet-
ric irreducible components of Σ. If some Σj is generically semisimple with quasiunipotent
local monodromy, the same is true for every Σj , and we are done by Theorem 13.1. Thus,
by Proposition 8.2 and Lemma 9.35, we may assume each Σj contains a point V j

0 ∈ Σj
underlying a C-VHS with unipotent local monodromy at which Σj is formally Hodge.
Let Z ⊂ MB(X) (resp. Zj ⊂ MB(X)) be the reduced closed substack with underly-
ing set of points Σ (resp. Σj). Let V̂ j be the universal ÔV̂ j := ÔZj ,V

j
0
-AVMHS and set

V j
k := V̂ j/mk+1

ÔV0

V̂ j . Set Uk =
⊕

j V
j
k , Û =

⊕
j V̂

j , and ÔÛ =
∏
j ÔV̂ j . By Proposition 9.4

and Proposition 9.7 we may assume Uk is nonextendable on X for k ≫ 0.
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Let s : X → Y0 be the U0-Shafarevich morphism of Theorem 13.1. By Selberg’s lemma
and Lemma 9.35 again, we may assume Y0 is inertia-free. Let Dk be the period domain18

corresponding to Uk. The period maps of the Uk yield a commutative square

X̃Uk Dk

Ỹ U0
0 D0

ϕk

and morphism

(14.1.1) ψk := (s ◦ pk)× ϕk : X̃Uk → Y an
0 ×Dk

where pk : X̃Uk → Xan is the covering map.

Proposition 14.1. For k ≫ 0, the connected components of the fibers of ψk are compact.

Proof. Let y ∈ Y and let y ∈ B ⊂ Y an
0 be a contractible neighborhood equipped with a

lift to Ỹ U0
0 . Let XB := s−1(B) with embedding iB : XB → X and fB : XB → B the

restriction of f .

Step 1. Fix a basepoint x ∈ XB. For infinitely many k ∈ N, i∗BUk has a subquotient Ek
which has an integral structure. Moreover, for k ≫ 0, we have

ker(ρEk,x) = ker(ρi∗BUk,x) = ker(ρi∗BÛ ,x
)

where for a local system L on XB, we denote by ρL,x the monodromy representation of L
at x.

Proof. The stackMB(XB) is an algebraic stack defined over Q, and there is a miniversal
family (ÔŴ , Ŵ ) for the Zariski closure of i∗BZ at the trivial local system W0 = i∗BV

j
0 which

is defined over Q. Moreover, each finite order quotient Wℓ has a Z-structure since W0 does.
By miniversality, there is an injective morphism ÔŴ → ÔÛ such that i∗BÛ ∼= ÔÛ ⊗ÔŴ

Ŵ .

For every ℓ there is a k such that ÔŴ ∩mk+1

ÔÛ

⊂ mℓ+1

ÔŴ

(by Krull’s theorem and the finite-

dimensionality of ÔŴ /m
ℓ+1

ÔŴ

), so we have a diagram

Wℓ Ŵ/
(
ÔŴ ∩mk+1

ÔÛ

)
Ŵ i∗BUk.

We take Ek to be Wℓ, for ℓ ranging over N. The remaining claim then follows from:

Lemma 14.2. For k, ℓ ≫ 0, the subgroups ker ρi∗Uk,x, ker ρWℓ,x ⊂ π1(XB, x) stabilize to
the same subgroup.

Proof. We have ⋂
k≥0

ker ρi∗Uk,x = ker ρi∗Û ,x = ker ρŴ ,x =
⋂
ℓ≥0

ker ρWℓ,x

where the middle inequality comes from the fact that Ŵ and i∗Û have the same Zariski
closure in MB(XB), by construction. If Wgen ∈ i∗Σ is very general, then we also have
ker ρWgen,x = ker ρŴ ,x.

18The mixed period domain for the C-VMHS Uk keeps track of both F • and F ′•, the latter using
conjugate coordinates so the map is holomorphic on both factors. It is perhaps easier to think of Dk as
recording the F • of the associated R-VMHS Uk ⊕ Uk.
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Since each Wℓ has trivial semisimplification, img ρWℓ,x is torsion-free for all ℓ. It follows
that ker ρWℓ,x is saturated in π1(XB, x), meaning that the only subgroup of π1(XB, x)
containing ker ρWℓ,x as a finite-index subgroup is ker ρWℓ,x itself. It further follows that
ρWgen,x(ker ρWℓ,x) is saturated in img ρWgen,x, and the following claim then implies that
ker ρWℓ,x stabilizes.

Claim. Let P ⊂ GLr be a unipotent complex algebraic subgroup, Γ ⊂ P(C) a finitely
generated subgroup. Then any decreasing sequence of saturated subgroups of Γ stabilizes.

The same argument applied to ker ρi∗Ûk,x
completes the proof. □

□

Step 2. The monodromy ΓB,k := img(ρi∗BUk
) of i∗BUk acts properly on Dk for k ≫ 0.

Proof. There is a natural action of exp(W−1 End(Uk,x)) on Dk, and this action is proper19

[7, Proposition 3.7]. Because grW i∗BUk is pulled back from B by construction, ΓB,k is
contained in exp(W−1 End(Uk,x)). Let Ek be as in the previous step, and Lk ⊂ i∗BUk the
sub-local system of which Ek is a quotient. Consider the subspace Hk ⊂ W−1 End(Uk,x)
of endomorphisms which preserve the inclusion Lk,x → Uk,x, and for which the restriction
to Lk,x preserves the quotient Lk,x → Ek,x. There is then a natural map Hk → End(Ek,x).
For k as in the previous step, the monodromy ΓB,k is contained in exp(Hk), is isomorphic
to its image in GL(Ek,x), and has discrete image there because it preserves an integral
structure. It follows that ΓB,k ⊂ exp(W−1 End(Uk,x)) is discrete, and therefore by the
above the action is proper. □

Step 3. The map XB → ΓB,k\(B ×Dk) is proper for k ≫ 0.

Proof. First, observe that the proof of [8, Lemma 2.2] is easily adapted to show the following
valuative criterion:

Lemma 14.3. Let X ,Y → S be morphisms of definable analytic spaces, and assume
X → S factorizes as X → X̄ → S for a definable analytic space X̄ where X → X̄ is
the embedding of a dense definable Zariski open subset and X̄ → S is proper. Then an
S-morphism f : X → Y is proper if and only if any definable analytic map v : D∗ → X
extends as soon as f ◦ v : D∗ → Y does.

Note that XB → B satisfies the relative compactifiability condition of the lemma since
X → Y0 is compactifiable. By [9] and the admissibility condition, the period map ϕk :

X̃Uk → Dk is pk-definable. The properness of fB : XB → ΓB,k\(B ×Dk) can be checked
analytically locally on the target. Letting B ⊂ ΓB,k\(B × Dk) be a small ball with its
natural structure as a Ran-definable analytic variety, we may apply the lemma to the map
f−1
B (B) → B. For any definable analytic v : D∗ → f−1

B (B) whose composition D∗ → B
extends, v∗i∗BUk has no monodromy, so by the nonextendability of Uk such a disk must
extend, and the claim follows. □

Step 4. End of proof.
The preimage of B ×Dk in X̃Uk is a disjoint union of translates of X̃B

i∗BUk , and by the
previous step the map X̃B

i∗BUk → B × Dk is proper for k ≫ 0. Thus, every connected
component of ψk is compact for k ≫ 0. □

19Again, Dk records both F • and F ′•; the stabilizers of the exp(W−1 End(VU,x)) action are in fact
trivial since W−1 ∩ F 0 ∩ F ′0 = 0.



THE LINEAR SHAFAREVICH CONJECTURE FOR QUASIPROJECTIVE VARIETIES 129

It follows that for k ≫ 0 there is a Stein factorization

X̃Uk Y an
0 ×Dk

Ỹk
σ̃k

ψk

χk

which descends to a proper morphism σk : Xan → Yk to an analytic Deligne–Mumford
stack.

Proposition 14.4. In the above setup, for k ≫ 0 there is an algebraic morphism sk :
X → Yk, unique up to isomorphism (as a map with fixed source), which analytifies to
σk : Xan → Yk. For k ≫ 0, this map stabilizes to s∞ : X → Y∞, and this is a Σ-
Shafarevich morphism.

Proof. As observed above, the period map of a C-AVMHS is pk-definable, so by Theo-
rem 3.3 σk is algebraic for k ≫ 0. By noetherianity, the map must stabilize. By construc-
tion, Û is pulled back from Y∞, as is Σ, since the image of s∗∞ : MB(Y∞) → MB(X)

contains the union of the Zariski closures of each V̂ j , which is Σ. Moreover, Û is nonex-
tendable on X by construction, hence also on Y by Corollary 9.3, and the inertia of Y is
trivial by construction. Finally, for any algebraic morphism g : Z → X with connected
source for which g∗Σ is trivial, g∗Û is trivial. This means g must factor through a fiber
of s0 (since g∗V0 is trivial), but also that g lifts to X̃Uk and factors through a fiber of the
period map ϕk for each k, since a C-AVMHS with no monodromy on an algebraic variety
must be trivial. But then g factors through a fiber of ψk for each k. Thus, g factors
through a fiber of s∞. □

This completes the proof of Theorem 1.3. □

14.2. Proof of Theorem 1.2 and Theorem 1.1. Given Corollary 9.29 and Proposi-
tion 9.28, it suffices to prove the following:

Proposition 14.5. Let X be a connected normal algebraic space and Σ ⊂MB(X)(C) be
a nonextendable weak absolute Hodge subset. Then X̃Σ is holomorphically convex.

Proof. We may assume Σ is closed since this does not effect the cover. Let Σj be the
Q-irreducible components of Σ; each Σj is a weak absolute Hodge subset. If sj : X → Yj
is the Σj-Shafarevich morphism, and ΣYj ⊂ MB(Yj)(C) is such that s∗jΣYj = Σj , then∏
sj : X →

∏
Yj is proper and X̃Σ is a component of the base-change of

∏
Ỹ

ΣYj

j →
∏
Yj .

Note that each ΣYj is a weak absolute Hodge subset. Since a closed subspace of a Stein
space is Stein and a product of Stein spaces is Stein, by replacing X with Yj and Σ with
ΣYj , it suffices to assume Σ is a Q-irreducible nonextendable large weak absolute Hodge
subset, and we must show X̃Σ is Stein. Note that since we can freely pass to any finite
étale cover of X arising from a quotient the image of the monodromy representation of⊕

V ∈Σ V , X can still be taken to be an algebraic space.
Let Σj now be the geometric irreducible components of Σ. As in the previous section

we may assume, after passing to a finite étale cover, that for each j there is a point V j
0 of

Σj underlying a C-VHS with unipotent local monodromy at which Σj is formally Hodge.
By definition, there is a weak absolute Hodge subset T ⊂ Σqu,ss containing each V j

0 . Let
s : X → Y be the T -Shafarevich morphism. According to Corollary 13.9, Ỹ T is Stein.
Let Z (resp. Zj) be the closed substack with underlying set of points Σ (resp. Σj), let
(ÔV̂ j , V̂

j) be the miniversal family for Zj at V j
0 , V j

k the finite quotients, and ÔÛ =
∏
j ÔV̂ j ,
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Û =
⊕
V̂ j , Uk =

⊕
j V

j
k . As before, Uk is nonextendable for k ≫ 0, and by taking the

period map of Uk we have a commutative square

X̃Σ Dk

Ỹ T D0

s̃

ϕk

Form the relative period map

ψk := s̃× ϕk : X̃Σ → Ỹ T ×D0 Dk.

Let y ∈ Y , let y ∈ B ⊂ Y an be a contractible Stein neighborhood equipped with a lift to
Ỹ T , and again let XB = s−1(B). The proof of Proposition 14.1 shows that X̃B

i∗BUk →
B×D0Dk is proper (in fact finite, since the fibers are discrete) for k ≫ 0. Since Ỹ T×D0Dk is
affine over Ỹ T , it follows that B×D0Dk is Stein. Finally, the preimage of ψk over B×D0Dk

is a disjoint union of lifts of (XB)
i∗BUk for k ≫ 0 so by [76, Théorème 1] we conclude that

X̃Σ is Stein. □
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